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Livermore. CA 94568 Estimation of the transverse thermal conductivity of continuous fiber reinforced compos-

’ ites containing a random fiber distribution with imperfect interfaces was performed using
David L. McDowell finite element analysis. FEA resu!ts_were com_pare@ with the classical solution of Hassel-
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’ applicability of the classical dilute concentration model can not be determined by con-
stituent volume fraction, but by the degree of interaction between the microstructural
heterogeneities.[DOI: 10.1115/1.1561814
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Introduction Hasselman-Johnson to composites where the classification of di-
The prediction of effective thermal conductivity is im ortanJ'Ute fiber concentration is not commonly usedg., fiber volume
p y portant,» ctions >30 percent). An assessment of the applicability of the

. . L . . Yrasselman-Johnson model is necessary in order to better interpret
face materials, printed circuit boards, and ceramic matrix cOmPQgsia ohtained through its use and to determine a range of volume

ites. For these material systems, the integrity of the constitugil jons and thermal interface conditions under which it provides
interface plays an important role in determining the effective thefazsonable predictions.

mal conductivity. For heterogenous materials, interfacial thermal
conductance values$;, are often indirectly determined from ef- K K K K
fective thermal conductivity measurements through correlations (—717 —) Vf+(1+ —+ —”

with analytical models. Since both the longitudinal and transverse K=K Kim reH; rHi - K )
effective thermal conductivities of composites depend greatly m Ki K¢ Ke Ky
upon the interfacial thermal conductance, knowledge of this pa- 1+ reH; + K Vit| 1+ reH, + Ko

rameter is very critical to the prediction of effective thermal con-

ductivity and tailoring its value. The accuracy of determining in- Due to the difficulty in treating the effects of fiber interactions
terfacial conductance values from effective property data widn local field responses, numerical techniques are often used to
depend on the accuracy of the measurements and the validitydetermine effective properties of materials. Previous studies on
the model employed. For the transverse thermal conductivity effective thermal conductivity have used the concept of unit cell
composites, the Hasselman-Johnson métigis one of the most methods which assumes a periodic microstructure. These results
widely used, and was one of the first to incorporate effects bave shown that the Hasselman and Johnson model is exact up to
imperfect thermal interface between constituents. Other modelifiger volume fractions of 50 percent and is within 5 percent up to
approaches have used micromechanics based theories to addvgss’O percenf2,4]. However, not all composite microstructures
the effective thermal conductivity of composites with imperfecare amenable to unit cell analysis and may contain stronger fiber
thermal interfaces, but have resulted in essentially the same &xeractions effects which can place additional limitations on the
pression given by Hasselman-Johngof 2]. Thus, to minimize applicability of the Hasselman-Johnson predictions. An example
redundancy, the Hasselman-Johnson model will be used to @&-such a case is unidirectional or cross-ply laminate composites
scribe this group of models. The Hasselman-Johnson &gl Wwhere fiber reinforcement is not uniformly or periodically spaced
1) is a modification of the Rayleigh effective medium theg8y Within the matrix material. In these composite microstructures,
which assumes no interaction between second phase constituedguming a random fiber arrangement may better account for fiber
Therefore, the basis of the model assumes a dilute concentratigi¢raction effects as compared to periodic arrays of reinforce-
of a second phase which may not be realized in some compodiient. It is the intention of this work to address the problem of
systems. Much research effort has gone into improving the préansverse .thermal cqnductlwty of continuous fiber relr)forceq ce-
diction of effective material properties for composites containingMic matrix composite€CFCCs)containing a random fiber dis-
non-dilute, interacting reinforcement phase. Since imperfect théfibution and interfacial thermal resistance. This approach will in-
mal interfaces may alter the nature of interaction between inclti0lve a parametric study utilizing finite elements to analyze the

sions in composites, it may be possible to extend models lidfects of spatial randomness, differences of the fiber and matrix
conductivities, and interfacial integrity. These results will be used

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF t.o assz_ass the range of applicability of closed form anr_:llytlcal solu-
HEAT TRANSFER Manuscript received by the Heat Transfer Division December 1§,|0n.5 like the Hasselman'JOhnson.mOdm for dete.rmm'ng the ef-
2001; revision received November 12, 2002. Associate Editor: H. S. Lee. fective transverse thermal conductivity of composites. Special at-
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tention will be given to ensure that the numerical treatment of the T2
problem is reflective of the response expected from a representa-

tive volume element of materigb]. Ps/eudo-RVE -—

4 [

suonpuod

Finite Element Modeling. A finite element study was per-
formed on random fiber distributions limited to 50 percent fiber
volume fraction. Above 50 percent fiber volume fraction, the per- )
colation threshold is approached and thermal conductivity
changes rapidly with increasing fiber volume fract[éd. Signifi-
cant fiber interactions occur at these high volume fractions in the
form of conductive chain formations. This type of interaction is
not considered by the Hasselman-Johnson model and will not be
addressed here. Fiber-matrix conductivity ratks/K,,, of 1, 10,
and 100 were studied. These values were chosen in consideration ™~
of CFCCs where conductivity ratios do not vary far from this
range of values. The simulations involved the use of a commer-
cially available finite element code ABAQUS. The mesh was cre-
ated using two-dimensional, eight-node heat transfer elements
(DC2D8) within the fiber and matrix and six-node interface ele- o o ]
ments(DINTER3) along the fiber-matrix interface to simulate in-Fig- 1 Depiction of pseudo-RVE and doubly periodic region
terfacial conditions. Interface elements allow the specification gftich was modeled by finite elements. The characteristic di-

. . . nsion of the outer boundary is 1.5 times larger than the
an interfacial thermal conductance value as given by the ther udo-RVE on which calculations were made for effective

boundary condition: conductivity. Periodic boundary conditions were prescribed on
KVT=K, VT, @) the outer boundary.

KnVTn=Hi(T{=Tp) 3

Temperature boundary conditions were employed along the tBpriodic over the length, but random within the pseudo-RVE

and bottom faces of the unit cell while lateral sides were helfindow. The placement of fibers along the pseudo-RVE boundary
erves to induce periodicity of field quantities along the boundary

adiabatic. The effective thermal conductivity was determined bg BN = : . ; .
nd to minimize fiber interaction with overall model boundaries
9= —KVT () [10]. The advantage of this approach is that the effective proper-
ties determined by this methodology are much closer to ones for a
where the average heat flux and temperature gradient are evaéilue RVE of a random heterogeneous material. In addition, the use

Ailepunog paxiw jo
uonisodwy 10} MOPUIAA

Adiabatic
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ated along the model bounda8by of random-periodic boundary conditions has been shown to be
bounded by the responses obtained from temperdessential)
_ 1 ftw and heat flux(natural) boundary condition$11]. Therefore, the

= L_W o qds (5)  use of appropriate random-periodic boundary conditions provides

a faster convergence to homogenization for a given scale dimen-
1 (e sion k. For this study, the scale dimension was taken toxbe
VT= —f VTdS (6 =7
LwJo In order to induce random-periodic boundary conditions on the
; eudo-RVE window using ABAQUS, reflections were made out-
ide the window on which temperature boundary conditions were
&cified as shown in Fig. 1. Based on previous studies on the
growth of cracks in a brittle medium, the length of the outer
boundary was taken to be L5 [10]. This removes the interior
window of interest from the effects of the boundary conditions
lied in the models. In addition, the reflections were necessary
hduce random-periodic boundary conditions on the inner win-
which cannot be prescribed in ABAQUS, but approximated
%]. Figure 2 depicts a typical finite element mesh of the random-
riodic geometries analyzed in this study.

Since the use of random fiber models preclude the use of ug
cell concepts, issues concerning statistical homogeneity and s¢
effects are raised. In a classical continuum limit, there exists
representative volume elemel®VE) which contains a statistical
representation of all local heterogeneitigs This volume may be
represented by a cube of material whose sides are of ldngth
and is such that volume averaged material responses should bet
same whether temperature or heat flux boundary conditions Ay
applied[5,7-8]. For the case of material responses transvers
the axis of randomly distributed fibers, the RVE may be simulat
by a square window placed on the cross section of the microstruic-
ture with the following relative scale dimensioff&g. 1):

. Results
w

K= @) Figures 3-5 present the finite element results along with com-
f parisons to the Hasselman-Johnson modeKfptK,,, ratios of 1,

wherelL,, is the length of the side of the window, and is the 10, and 100, respectively. In order to apply the results to diverse
fiber diametef9]. This scale defines the relative window size withmaterial systems, the results are presented as a function of inter-
respect to the scale of microstructural dimensions. It can also teeial Biot numberB; . The interfacial Biot number was defined
viewed as the relative scale of the periodicity of the response ly multiplying the interfacial conductance valués) by the fiber
local field variables with respect to the scale of the microstructureddius and dividing by the fiber conductivity(r; /K;). Cases of
dimensions. Since the window can be placed randomly within thperfect bonding and insulated particles were simulated by using
composite cross section, statistical homogeneity requires that vebnductance values ofX<110* and 1x 10 3, respectively. The fi-
ume averaged material response functions should be invariaite element results show a nonlinear decrease in effective thermal
with respect to the position of the RVE winddw—8,10]. A true conductivity values with decreasing interfacial thermal conduc-
RVE exists only wherL,,>d;, which is difficult to model even tance. As shown by the results, all effective conductivity values
using finite element approaches. Attempts are made to approdécrease asymptotically to the same level for a given volume frac-
mate an RVE by choosing a suitable window size of scale dimetien, regardless of the initidd; /K ,,. At sufficiently low values of
sion «; this will be referred to as a pseudo-RVE. For this simulaH; , the composite behaves simply as a material containing voids
tion, random-periodic arrangements were used which are doubly the fibers contribute less to thermal conduction as predicted by

390 / Vol. 125, JUNE 2003 Transactions of the ASME
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Fig. 2 Finite element mesh depicting the doubly-periodic re-
gion which is 1.5 times the characteristic dimension of the
pseudo-RVE. Fiber volume fraction shown is 50 percent.

Fig. 4 Comparison of the finite element results for effective
thermal conductivity with the analytical solution of Hasselman

and Johnson. Results are for random-periodic distributions
containing up to 50 percent fiber volume fraction and a K¢l Ky
ratio of 10.

Eq. 1. The decrease in fiber contribution to thermal conduction

leads to a decrease in the heterogeneity contrast between the fiber
and matrix as seen in Fig. 3—4. The results also show that fewnductance decreases towards the homogenization value, the per-
K /K>1, the effective thermal conductivity solutions convergéurbation of the thermal field variables around fibers becomes
at a single Biot number, irrespective of the volume fraction. Thismaller and fewer interaction effects are realized. OBgale-
result is in accordance with the Hasselman-Johnson model whimieases beyond this homogenizing value, the heterogeneous nature
predicts that convergence will occur when the following relatiomsef the microstructure is again manifested in terms of significant
ship is satisfied: fiber (or void) interaction effects.
H.r 1 K Comparison of the results in Fig. 3—5 show excellent_agree-

L . o f (8) ment with the Hasselman-Johnson model for KJI/K , ratios

UUKe Kol K, whenV;=<0.3. Agreement is expected between model and data for

This value of interfacial thermal conductance will be referred to 44W fiber volume fractions due to the negligible fiber interaction
the homogenizing value, since the effective thermal conductivig—{ems' Differences between the model and finite element calcu-

of the composite is the same as the matix. &1 W/mK for all ions are less than 0.6 percent f¢y<0.3 for all K; /K, ratios
P i and thermal conductance values used in this study. Once the fiber

H@Iume fraction is increased above 30 percent, significant devia-

higher fiber conductivity and causes the material to behave hont2ns between the model and finite element data are observed, and
geneously globally and locally. Thus, as the interfacial thermggcurs at volume fractions much lower than reported with the use

g ' " " ' ' " ; 35 . . . . . ' .
Kt/ Km=1 < Kf/ Km =100 l
£ E a
s E 3} a u
: 2
E r 25 r
3
o
§ § 2}
© o
a3 -
E E 15 F
°
ﬁ § 1F V=01
é — Hasseiman and Johnson {1] E —— Hasseiman and Johnson (1)
hi] 05 | ]
o O assaus w O  asaQus
0 2 PESTRTYIY 8 i v Y vl al v ] 0 o I ul 1l n " 4 Y
10*  10° 10?2 10" 10 10" 1w0* 10° 10 10* 1% 0% 10° 10?7 107 10° 10" 107
Blot Number Blot Number
Fig. 3 Comparison of the finite element results for effective Fig. 5 Comparison of the finite element results for effective
thermal conductivity with the analytical solution of Hasselman thermal conductivity with the analytical solution of Hasselman
and Johnson. Results presented are for random-periodic distri- and Johnson. Results are for random-periodic distributions
butions containing up to 50 percent fiber volume fraction and a containing up to 50 percent fiber volume fraction and a K¢l K,
K¢l K, ratio of 1. ratio of 100.
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. " u g y y " element results are also reduced and properties can be better esti-
mated by the dilute concentration method. Further decreding
results in increased differences between the model and results as
sk x 4 the material begins to simulate a material containing voids. This
can be seen since the differences between the model and numeri-
x o o cal results converge to a value on the order of 15 per(fenta

fixed volume fraction)once B; is less than the homogenizing

° value.

The finite element results and model comparisons suggest that
there exists a region of composite material parameters for which
-5 71 the Hasselman-Johnson model can be used successfully to predict
the effective thermal conductivity transverse to the fiber axis or to
X Ki/Kme 100 correlate the interfacial thermal conductance values. This conclu-
10 | O Kki/km=1o ] sion may also be extended to analytical predictions of effective

©  Ki/Km=1 thermal conductivity of heterogenous media containing particu-
x o ° lates(spheres, short fibers, etas well, since the interfacial con-
. : i " " . " i, ductance will have a similar effect on particle contribution to con-
10° 0.001 01 10 1000 ductlion as sr&own iln thisI anaE/sirs]. Sin?e the 31ajori:]y of nu(;nericalf
analyses and analytical works have focused on the condition o
Blot Number ( = Hu rf/ Kf) perfgct thermal inte{faces, much research has gone into improving
) ) ) ) ) the prediction capabilities for effective thermal conductivity of
Fig. 6 Nondimensional plot of the difference between the fi- composites with fiber interactiofi$1—15. Many of the improve-
nite element results and the Hasselman-Johnson model for ments in model predictions rely on the aid of numerical schemes
Ki/Km=1,10,100, and V/=0.4 or detailed statistical information about the microstructure. How-
ever, perfect interfaces are not physically realized in all composite
media. By introducing the concept of the imperfect interface, the
unit cell analysis[4]. For K;/K,=10, the Hasselman-Johnsonjevel of interaction between the second phase may be reduced to
model under predicts thermal conductivity for conditions of nearljhe point where materials become amenable to closed form mod-
perfect interfacial bondingR;=10000). The severity of this un- e|s such as Eq. 1. Such is the case for many CFCCs where a
der prediction increases with increasing volume fraction and fibegignificant interfacial thermal resistance exists as a result of ma-
matrix conductivity ratio as shown in Fig. 4-5. For &l /K, terial processing. Fiber volume fractions in CFCCs typically range
the model over predicts the value of thermal conductivity for comyetween 30-50 percent, which results in non-negligible fiber in-
ditions of nearly insulated interfaceBj(=0.001). However, these teractions under conditions of perfect or insulated thermal inter-
two interfacial conditions are extreme cases which bring out thgces. In glass-ceramic composites, thermal residual stresses may
peak differences in heterogeneous responses on the material garse interfacial debonding after cool down from hot-pressing
soscale. This is evident through an analysis of the differencgsmperatures. For CFCCs manufactured by chemical vapor depo-
between the model and finite element resufgy. 6—7)which sition and reaction bonding processes, imperfect thermal inter-
show a nonlinear variation between the model and numerical pfgces have also been shown to devel®f]. Interfacial thermal
dictions as a function of interfacial conductance. Significant ditonductance values have been shown to range fromd to 1
ferences of up to 10 percent exist between the model and finife; o# \w/m2 K for composites containing Nicalon and SCS-6 re-
element data for conditions of perfect interfacial bonding andsorcement[16-19]. Including the effect of fiber dimension by
Ki/Kn>1. These differences vanish as the interfacial thermgking the Biot numberH; r;/K;), these conductance values cor-
conductance approaches the homogenizing value. As the equaifihond toB;=0.35—280. This assumes a fiber radius of Zt
in Eq. 8 is approached, differences between the model and finigy a transverse conductivity of 1 W/mK when calculaidor
SCS-6 fibers. Figure 7 displays the largest differences between the
model and finite element data versus the Biot number. Based on
pyn P r Y Y T W T the expected range &;=0.35-280 andK; /K <10 for ceramic
x composites, negligible errors between the Hasselman-Johnson
model and the actual value of thermal conductivity are expected
ST 1 for V;{=0.5. Most glass-ceramic composites reinforced with Nica-
lon fibers, SiC/SiC, silicon nitride, and oxide-oxide composites
x g have K; /K., values on the order of 1. Thus, the use of the
Hasselman-Johnson model for these classes of materials should
provide predictions within 1 percent of the actual composite value
sk 4 for the range of Biot numbers and fiber volume fractions given.

Vi=0.4

% Difference

10

% Difference

Conclusions

Approximate random-periodic finite element results suggest
K1/ Km = 100 that the Hasselman-Johnson model may be applied heterogenous
asfF x @ o o ey 1 materials with an imperfect thermal interface between the con-
stituent phases. There appears to be a range of interface resistance
values which attenuate the interaction of the second phases, thus,
yielding a material which is amenable to dilute concentration
models. Based on the results in this study, the Hasselman-Johnson
Biot Number ( = Hl r, 1 Kf) model gives reasonably good predictions for composites with in-
terfacial Biot numbers between 0.1-1000, fiber-matrix conductiv-
Fig. 7 Nondimensional plot of the difference between the fi- ity ratios up to 10, and fiber volume fractions up to 50 percent.
nite element results and the Hasselman-Johnson model for This result shows that the description of dilute fiber reinforcement
K:IK,=1,10,100, and V;=0.5 should be based not on fiber volume fraction and fiber distribution

ax
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10° 0.001 0.1 10 1000
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alone, but also include the boundary condition at the reinforce{2] Gfa_fiamr PSH Dl9t5i’i9~ f‘Thé-‘ Effe_Ctilve t_Tthfrm?'TCOhndliCﬁVi%?f ?afgaged Com-
ment.mterface which controls the level of |nterf’icf[|0n between 3] Egrstli%:éyleig'h: W.eigéz?grr?lienlsnlﬂﬂeenge o?coggtggl)és Azgr?éed iﬁ Rectan-
constituents. These results also place more restrictions on the ap- gular Order Upon the Properties of a Medium,” Philos. Mégft, pp. 481—
plicability of the Hasselman-Johnson model compared to the 5.

analysis of unit cell model,4]. Thus, interaction effects in com- [4] Cha, W.,, and Beck, J. V., 1989, “Numerical Study of Thermal Conductivity of
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Influence of Flatness
and Waviness of Rough Surfaces
s.sunit kumar | 0N Surface Contact Conductance

K. Ramamurthi _ o
The effect of surface roughness, waviness and flatness deviations on thermal contact

Propulsion Research and Studies Group, conductance is predicted. Threshold values of the surface parameters which do not ad-
Liquid Propulsion System Centre, versely influence thermal contact conductance are determined. Flatness deviations less
Trivandrum, than ten times the average roughness and waviness less than about four times the average

India 695547 roughness do not significantly affect the contact conductance. A correlation is developed

for contact conductance in terms of the surface parameters, the material properties and
the contact pressure at the joint. Experiments are conducted in vacuum with rough, non-
flat and wavy surfaces and the experimental results are demonstrated to agree well with
the predictions. [DOI: 10.1115/1.1565093

Keywords: Contact Resistance, Heat Transfer, Roughness, Thermal, Wavy

Introduction sure when the surface is characterized by waviness alone. Similar

A large number of theoretical and experimental studies ha{/ﬁsmts were obtained by Madhusudiga If surface roughness is

been carried out to estimate the thermal surface contact cond e only consideration, the conductance would be proportional to

©04 L ;
ance between ans formed b rough bt conforming it surfacks, [, 1 7 b noied hat e melorty of experiments fesite
[1-5]. A surface is characterized not only by the roughness b P

also by its flatness and waviness. The influence of the flathess 4C0h2;%cﬁuzhe§asﬁf@i E)Obsbeerv?eedtvtvﬁee?leﬂqneesses t(;,\(,a?/i;fiﬂounis tcc:fble/ iSma}nd
waviness of surfaces on the contact conductance has not been

rigorously analyzed, partly due to difficulty of describing the thregOlr ant at low contact pressures even when the magnitudes of the

: - : .~deviations are comparable to mean surface roughness.
dlme_nsmnal topogra_phy of surface fl_atngs_s and waviness in gA detailed review of the different models and their predictions
physical model. The importance of maintaining flat surfaces at tt&?

joint has, however, been recogniZdd. Deviations in flatness and thermal contact conductance of metallic surfaces carried out by
jont ' ' g : . Lambert and Fletchdrl0] showed that most of the empirical and
waviness would depend on the speed of machining the surfa

the depth of cut and the hardware material. The emergencegg i-empirical correlations have very limited applicability when

modern machining techniques makes it possible to achieve higﬁ tacting surfaces are wavy and non-flat. Marotta €lal used

levels of surface finish, flathess and non-waviness since the f iermo-mechanical model that combined both microscopic and
' L ) : ; il croscopic thermal resistances. A macroscopic thermal constric-
and depth of cut are controlled within a few microns. It is, how;

) fion resistance from Hertzian contact theory was employed after
ever, far from clear whether very high levels of surface flatne%%e modifications for rough surfaces

and waviness, such as can be generated by the advanced manpz bert and Fletche12] in a recent work modified a semi-

facturing processes, are necessary to give good surface confaghcal model developed by Mikid 3] for non-flat rough metal
conductance especially when the characteristic surface roughngsgaces and employed it to predict the conductance of metallic
is typically of the order of a few microns. coated surfaces. They considered the distribution of pressure in

Clausing and Chafl ] have suggested that the deviations in thge contact region. The predictions were demonstrated to compare

flatness can be accounted for by means of a “spherical capq) with experimental data.

model. Here, the apparent contact area is divided into & non-\ 4chining techniques have advanced to a level wherein high
contact region that contains few or no microscopic contact arég§gree of surface finish can be achieved. Inspection procedures
and a contact region where the density of micro contacts is highsing stylus based and non-contact measurements can also mea-
The flow of heat is constrained in the model to the large scalge the high degree of surface finish. The requirement for the
contact areas. The macroscopic constriction was seen o havgsgt-intensive high accuracy machining and the inspection proce-
significant influence on the conductance. _ dures to ascertain the surface finish cannot be justified if their
Yovanovich[6] extended the theory of Clausing and CHad  contribution to improve the thermal contact at the joints is not
to predict the conductance of rough wavy surfaces. The maciQpstantial. It is the intention of the present study to determine the
scopic contact areas were termed as “contour areas.” The studect of waviness and flatness deviation on otherwise conforming
however, did not quantify the explicit influence of waviness ofough surfaces and to determine whether there exist threshold val-
deviations in flatness on thermal contact conductance. ~ yes of surface parameters below which thermal contact conduc-
Thomas and Sayldd] characterized a surface as comprising ofance is not significantly influenced. The surface characteristics
a continuous spectrum of wavelengths. The largest wavelengi}s theoretically modeled, their contact conductance predicted and

with large amplitude deviations, corresponding to large-scale rperiments conducted to verify the predictions.
rors of form, were termed as flatness deviations. Smaller wave-

lengths were taken to constitute the waviness. The smallest Wa‘\*heoretical Formulation
ness represented the roughness. The thermal contact conductance

was shown to be proportional ®Y3 whereP is the contact pres-  ENergy transfer across a pressed contact occurs by radiation and
conduction through interstitial medium and by conduction through

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF micro-contacts. At relatively low temperatures and pressures’ the
HEAT TRANSFER Manuscript received by the Heat Transfer Division March 19,heat. transfer across pressed contacts would be dominated by C(?n'
2002; revision received December 5, 2002. Associate Editor: G. Chen. duction through actual contact area. Convection would be negli-
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(b) Roughness f(x)= ex;{ _ 5( a} )
Intended N2ma 7
surface Here f(x) denotes the distribution of asperity heights. The as-

£ perity height distribution leads to the determination of the number

Machi I d of asperities per unit area and their heifghtas given below. The
acainé number of asperities per unit area is determined as:
surface
— 2
(c) Flatness N=(m/7.308) @
The maximum summit height is:
Fig. 1 Representation of surface characteristics
Xmax= 80 (3)

The mean summit height is given by:

gible for small interfacial clearances, especially at low ambient R,=40 (4)
pressures. In order to model the heat transfer, the contact betwee\?

the surfaces at the joint needs to be determined. The modeling for he maximum and mean summit heights and the number of
joint . . 9 %%perities per unit area are used to model the actual area of contact
the surface contact is given below and is followed by the modef-

ling for the thermal contact conductance or non-flat wavy surfaces_as detailed in_ referefiee When two _
) opposing asperities come into contact with each other, as shown in
Model for Surface Roughness, Flatness, and WavinessA  Fig. 2, the asperity summit undergoes a plastic deformation. A
magnified schematic view of a machined surface is shown in Figentact spot radii, a is formed and is given by:

1. The distribution of asperities is usually not random, but exhibits a=0 if <0 (52)
a preferred direction or lay6]. The lay contributes to surface
waviness. The waviness is represented by the peak to valley a=46I2m if >0 (5b)

height of the measured profile from which roughness is removed
by suitable filtering and is represented by an average valye
[14] (Fig. 1). The average distance between the peaks is rep
sented by waviness spacing lendtihe average curvature of the
waviness peak is denoted B[14,15]. A single value of spacing
and curvature is generally used to characterize waviness. SB
gupta and Lekoudigl6] use such a description to represent wavy 2P,
surfaces in their studies of flow in boundary layer. The average e=V2oerfc? P J (6)

P . it i+H
surface roughness in Fig. 1 is quantified by a roughness parameter, ]
R, which is the average height of the profile above and below aThe above expression for clearance takes into account the ma-
mean line as shown. Flatness is defin&8] as the departure of terial hardnesgH), the surface roughneds) and the contact
the surface from true flatness and is represented as the maximpm@ssure ;) in the contact zone. For conforming flat surfaces,
deviation of the machined plane from the intended plane. In thiee pressure term in Ed6) corresponds to the overall contact
particular case of two surfaces under consideration, the deviatipressure based on the apparent area of contact. However, for non-
d; corresponds to the sum of deviation obtained for the two médtat surfaces, the pressure would vary in the different contact
ing surfaces and this is schematically shown in Fig. 1. The mezenes. The contact region is therefore subdivided into large num-
surement of the deviation is given subsequently. The modelling bér of elemental areas within which the pressure is assumed to be
each of these three surface parameters is outlined below. same. This is dealt with subsequently.

Here § is the summit penetration depth and is sketched in Fig.
fo A value of § less than zero implies that the two asperities are
not in contact.

The separation distance or clearance between the reference
|anes of the two conforming rough surfaces is giver{ &y

(a) Surface Roughness. The interaction of asperities from (b) Flatness. The deviation in flatness reduces the macro-
the two rough surfaces leads to individual microscopic contactssatopic contact region over and above the reduction caused by the
a joint. The modelling comprises of estimating the contact areaicroscopic asperity contact. Figure 3 illustrates the modeling
and is dealt with by Sunil Kumar and Ramamurfti. The sur- procedure of the contact region for two surfadesnd B. The
face roughness is described by a standard deviation of combirsenifaceA has a high degree of flatness, wherBasas a flatness
height distribution(o) and an average absolute slofpe) for the deviation ofd;. Only part of the surface facing each other comes
asperities. The distribution of the asperity heights is assumed toih&o contact as represented by the shaded region shown in Fig.
Gaussian, viz., 3(b). This area is referred as the contour area of contAgf (
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given applied load. The pressure at this zone could be approxi-
/—Surface A mated as the ratio of the load to the elemental area. The pressure
4 in each zone will vary along.. The pressure is considered to be
constant in each of the elemental zones. Knowing the maximum
d_fr pressure at zong=1, the pressure at subsequent elements is de-
duced from the following expressidd7].

2

(a) Deviation in
flatness \
Surface B

dey 1/2

Pj=Py1-

: ®

HereP, corresponds to the pressure at zprel. The widthdy of

the element is so chosen that the estimated total contact area does
not differ more than 2% when the width is halved. The zgne

=1 is in contact when a small value of pressure is applied at the
interface. As pressure is increased additional zones get into con-
tact. The number density of contacting asperities in Zoné are
higher compared to new zones which come into contact as applied
pressure is increased. The additional clearadeg) (at the bound-

aries of each discretized zone is given by:

_g dx;=1/Zj.dyd;/D+(j+1)dyd; /D] 9)
- £
Xnaxa *maxs® “Yc‘l L The separation distance is enhanced by the above magnitude

D over that estimated for rough but conforming flat surfaces. The net
clearance for a rough non-flat surface is given by:

(b) Contour area
of contact

Contact area

Fig. 3 Physical representation of non-flat rough contact gj=emntdx (20)

(c) Waviness. The waviness is quantified in terms of the av-
formed due to flatness deviati¢hl]. The area would change aserage waviness height, , average spacingand average slope or
the clearance between the contacting surfaces changes. A singpievature of(R). The macro contact zone of two wavy surfaces
two-dimensional geometrical representation of the surfaceuld either be in the zones of their respective peaks or between
shown in Fig. 3(b), is used to determine the extgnover which the peaks and valleys. The former would give a small macro con-

the surfaces are in contact. This is given by: tact area whereas the latter would provide substantially larger con-
tact. A large number of combinations of peak and valley contact

Ye _ XmaxA+ Xmax ~ €min @) between the surfaces are theoretically feasible. For joints prepared
D ds by turning in a lathe, peak to valley contact at the interface is not

probable considering the changes of the depth in the azimuthal
direction. The contact zone with waviness is modelled as the sum
|%f fRe contour area of each contacting waviness peak based on the

contact up to a limit wherein their respective surface asperities cifP-dimensional representation of average waviness height, spac-
touch each other. The contact area will depend on the app"lé\&; and curvature. The clearances between the wavy surfaces in

pressure. In order to determine the contact area and its variatfgiitact are determined based on averages unlike in the case of
ughness and flatness deviations. The width of the contact zone

with pressure, the surface is divided into a number of zones h ks of radii if R 4R T
width dy as illustrated in Fig. 4. The maximum pressure and therg¥) When two peaks of radii if curvatur@, andR, meet is given
y Hertzian contact theorjl7] as:

fore the minimum clearance {,,) would occur at zong¢=1 for a
3m(Ki+Ky) 13

Here Xmaxa and Xmaxg represent the maximum asperity heigh
of surfaceA and surfaceB, respectivelyD is the diameter of the
surface. The above expression assumes that the surfaces al

w= 1 1 (112)
Contour area of contact 2 _+_)
Ri Ry
where,
G a2 12
= 7TE1 an 2 7TE2 ( )

R, and R, are macro parameters and the material properties
which influence the deformation are the Young's modikisand
Poisson’s ratidv). The contour contact area is found for each of
the contacting waviness peaks. The microscopic contact region
within this macro area is determined using the roughness param-
eter (R,) detailed earlier.

The number of wavy peaksif) in contact is determined from
oy |
dx

measured values of waviness and flatness parameters. The extent
y. over which the surfaces are in contact is based on waviness

height and not on the maximum asperity heights.

Region j constrained at macro level through the contour zones correspond-

L 4] ing to the macro constrictions from non-planarity and waviness
N before being further constrained through the individual micro con-
B tacts. In addition to the microscopic constriction resistariRg (

Fig. 4 Descretization of the contact zone there are therefore two additional macroscopic constriction resis-

If Model for Thermal Contact Conductance. The heat flow is
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tances[6,7] (R; and R,) formed by the area contours due to 1
waviness and flatness deviation. The total constriction resistance h,= v v v
s f W

(Ry) is therefore given by:
' * 2kay * 2ka,, Aa
ZkE a;
nC

(23)

Ri=Rs+Ri+ Ry (13)

The total contact conductante is determined as: . .
b Contact Area Due to Roughness, Waviness, and Devia-

h=1/RA, (14) tion in Flatness

The number of contacting asperitias.f within the macro con-

The resistance due to surface roughnd’g (s determined fol- . ; . ;
lowing Mikic [2] using two flat conforming rough surfaces. Thdact zone and their respective contact spot ragligre determined

heat flow rate for each individual contact is written as, using Monte-CarIo simulation techniqys]. For two contaqt_lng .
surfaces of a given surface texture, the number of asperities in a

Qi=2kaAT,./ (15) discretised contact zone of ar@a s given following Eq.(2) as:

Here AT, is the temperature drop across the interface. The indi- Nj=NA; (24)
vidual constriction alleviation parametet; in the above equation  If X, 1@NdX 4y 2are the respective maximum asperity heights

is defined by: due to roughness of surfaces 1 and 2, respectively, and if one
o asperity each is randomly chosen on either surface of height
Jsi=(1—(P;/H)%)® (16) andx, then:
The constriction parameter is considered to be same (/;) for X1 X2
all contacting asperities in an elemental zone follow[dg. If Xmax1$l and Xmaxz$1 (25)

there aren. contacting asperities over an apparent akga the o . .
total heat flow across the joint is given as: The individual asperity heights could be assumed to follow
Gaussian distribution, and the above equation can be re-written as:

Nc Ne

2kAT X X
Q=2 Q=——"2 4 17) ' U, and—2—<U, (26)
1 ’ﬁs 1 Xmax 1 Xmax 2
The thermal contact resistance due to surface roughness alongereUy represents Gaussian random numbers between 0 and 1.
can be calculated from the above equation as: By randomly assigning values tdy; and U,,, the individual
asperity heights can be estimated. If the combined height of the
AT, s asperities is larger than the clearaneegalculated earlier for a
s= Q = (18)  regionj by Eq.(10), then these asperities will touch each other.
ZKE a The penetration depth of the asperity is given by;
e 5=Xy+ Xy~ & 27)

Heren, represents the number of contacting asperities; the Heree; is the clearance for the discretized zgrand considers

radl_us of eac_h |nd_|V|duaI con_tact circle forr_ned by the two CONhe cumulative effect of roughness, deviations in flathess and
tacting asperitie$Fig. 2) andk is the harmonic mean of the CON-\yaviness. Once’ is known, the spot contact radig; can be

dltJ)tctl_vmgsf of t?r? twofcontactlnr? materials. Tthe values'\jllptatre c cETlcuIated from Eq(5) derived earlier. The analysis is repeated
obtained irom the surtace rougnness parameter using Monte-L.gpp | e asperities in all the descretised zones and covers the

simulation of contacting asperities and is detailed in Referen%’fﬁtire asperities in the contact region. The total number of contact

[5]. . : i, X
The macro resistances due to flatness deviation and Wavin(Se gts bc) and their respective contact radii are thus determined.

(Rf andR,) is written following[8] as:

:ﬁ (19) The micro and macro contact areas derived in the last section
2kay are substituted in Eq$18, 19, and 20}o determine micro con-
striction resistancd?s and macro constriction resistan& and
R, . The total surface contact conductance is determined from Eg.
(23). A flow chart for the computation is given in Fig. 5. A Mi-
W:ﬂ (20) crosoft Fortran uniform random number generator subroutine
2ka,, RANDOM is used for generating Gaussian random numbers. The
. - . subroutine returns a value between 0 and 1 for an input seed
The macroscopic constriction parametafs and i, in the e For the same input seed value repeated computations repro-
above equation are estimated using the expression developeddﬁged results within 0.23%. When the number of random numbers
Roess{11] which gives: used for the generation of Gaussian random number was doubled,
_ 3 5 the deviations were found to reduce further. The estimated con-
Yrw=171.4093xq ) +0.2953Xr,)"+ 0.0525 ) 1) ductance values differed only by 0.16% between double precision
and single precision computations.
where The random model was validated by predicting the results for
the limiting case of conforming flat and non-wavy surfaces i.e.;
¢ w w,=0 and d;=0. Predictions were done for varying surface
Xp=r— and x,=-_— (22)  roughness and pressure for different materials. The results are
a a compared in Fig. 6 with those obtained for flat surface joints given
Here,a; anda,, represent the equivalent radius of the contoun Reference[5] as dimensionless contact conductamce and
area formed respectively by flatness deviation and wavimgss. pressureP*. It is seen that almost identical values are obtained
the radius of the apparent area of contact. The total contact cawver a wide range of contact pressures confirming the basic model
ductance can be written from E(l4) as: to be valid. A large number of computations were carried out by

Predicted Results and Discussions
Ry

and
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Fig. 5 Computational flow diagram
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Fig. 7 Effect of flathess deviation on actual area of contact for
stainless steel and aluminum joints

contact area is observed. It is also noted from the figure that a
higher contact pressure yields higher contact surface area and this
is to be anticipated.

A second set of predictions, carried out for an aluminum/
aluminum joint at 3MPa contact pressure yielded similar trends
and is also included in Fig. 7. The chain-dotted line shows the
predictions. For the softer material, the contact area is large and is
less influenced by deviation in the flatness.

varying the values of surface parameters, interfacial contact pres” e variation of contact conductance with changes in flatness is
sure and materials of contacting surfaces. The predictions are §&0Wn in Fig. 8 for aluminum/aluminum joint at a contact pres-

cussed below.

sure of 3MPa. The results are qualitatively similar to the changes
in contact area and the conductance values are seen to be higher

Influence of Flatness Deviations. A typical result showing for lower degree of flatness deviation. As the deviation in flatness
the reduction in actual contact area for a stainless steel joint dugrigreases, the number of contact spots reduces resulting in lower
deviation in flatness is illustrated in a log-log plot in Fig. 7 for twosalues of thermal contact conductance. There exists a region of
different values of contact pressures of 3MPa and 10MPa. THe/R,<10 wherein the contact conductance values remains fairly
surface roughness parametgy, considered is 1.um. It can be unaffected by the changes in flatness. The results suggest that for
seen that higher contact area persists when the ratio of the flatng&s surfaces in contact with each other, it is adequate to maintain
deviation to average roughnesd; (R,) is less than about 10. For the surface flatness deviations within approximately 10 times the
values of the ratio greater than about 10, rapid decrease of the
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Fig. 6 Comparison with earlier literature for non-wavy flat
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average surface roughness values in order to achieve good therm
contact conductance. Extremely high levels of flathess do not
nificantly contribute to improvement of the thermal conta

conductance.

?g'edicted values. The tertd considered the influence of rough-

waviness spacing of 8@m and an average radius of curvature for
wavy peaks of 3um is considered. This corresponds to specimens
obtained by machining in a conventional lathe. A constant value
of surface flatness deviation of@n and an overall contact pres-
sure of 30 MPa is assumed. Two sets of data are shown in the
figure corresponding to surface roughneRg)(values of 1um

and 2 um. The thermal contact conductance is seen to be rela-
tively unaffected by changes in the value of waviness of about 4
times the average roughness. This value is much smaller com-
pared to the value of 10 obtained in the case of flatness. Though,
flatness is the larger macro surface parameter compared to wavi-
ness, the contact conductance at a joint is more strongly influ-
enced by waviness. The stronger dependence is attributed to the
large decrease in contact area with increasing waviness heights for
a specified value of waviness spacing.

Generalized Results. A large number of predictions of the
contact conductance were carried out by varying the surface
roughnessR,, waviness heightw, and flatness deviatior; at
different contact pressures for different materials. These predic-
tions were fitted by general correlation which would bring out the
relative influence of each of the variables on the thermal contact
conductance. Such a correlation could be useful for a designer to
fix acceptable limits for the surface finish, waviness, and flatness
deviations. The regression analysis procedure of using a dimen-
sionless pressure and contact conductance [f&fim addition to a
ly introduced non-dimensional terik,was followed to fit the

ess, waviness, and flatness deviations. A least square fit of the
results gives the following:

The variation of the estimated contact conductance values when

the average surface roughness is varied for two values of flatness
deviations of 5Qum and 150um is shown in Fig. 9. Very signifi-
cant changes in contact conductance values are observed wi
changes in roughness for the surface having lower flatness devia- ho
tion. When the magnitude of flatness deviations are comparable
with that of surface roughness, the later would influence the con-

h* =0.14 P*)06%e~ K (28)

wnpere

P
h*:m(; P*:ﬁ; and K=3.80 | (29)
di+ 5>

tact area and hence affect the values of thermal contact conduc- Rav

tance. Flatness deviations of 20n and 150um, considered in

Here,R,, denotes the harmonic mean of the average curvatures

Fig. 9 are very much higher than surface roughness paraiRgter of the waviness peaks of the two surfaces. The above correlation
As the surface roughness paramdtgiincreases, the difference injs valid over the range of dimensionless loading parameter be-
the conductance values between the two non-flat surfaces Bgeen 0.0014 and 0.1. The valuelofis varied between 0.13 and
comes smaller. For_la_rge values of surface roughness, the iNf)-The standard error in tHe* estimate is 0.0074. The exponent
ence of flatness deviation on thermal contact conductance is smgjlpressure load is found to be 0.61 which is very close to the

Influence of Waviness. The influence of waviness on therma
contact conductance is shown in Fig. 10. A stainless ste

|values reported by Leung et &#], Sunil Kumar and Ramamurthi

] and MadhusudangB]. The additional termK has a negative

aluminum joint with varying waviness heights for a Speciﬁe@axponent and brings down the value of contact conductance. The
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Fig. 10 Surface waviness influence on thermal contact

conductance

Journal of Heat Transfer

macro surface properties are therefore important. For the limiting
case of non-wavy conforming flat surfaces,(andd; tending to

very small values), close match is seen between the present cor-
relation and that reported in referencs.

Experiments

Test Specimen. Stainless steel and aluminum rods 7 cm long
and 3 cm in diameter were used for the experiments. These two
materials were chosen as they are widely used in different appli-
cations and their mechanical and thermal properties are well
known. Rough surfaces with flatness deviation were prepared in a
conventional milling machine. The preparation of wavy surfaces
was more involved and a lathe was programmed for the move-
ment of the cutting tool at speeds between 0.3 mm/rev and 1.8
mm/rev.

The surface finish, waviness, and flatness deviations of the sur-
faces were evaluated from two-dimensional measurements of sur-
face topography. A Form Talysurf with digital readout facility
which uses a position sensitive variable inductance transducer was
used to measure the surface characteristics. The transducer con-
verts the small vertical movements of a diamond stylus into pro-
portional variation of electrical signal. The transducer had a sen-

JUNE 2003, Vol. 125 / 399
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Table 1 Details of test specimens tached to the surface of the test specimen 7 mm apart. The ther-
mocouples were welded to the test specimen using a discharge

Test . type thermocouple welding machine. The load cell and thermo-
pair Specimen R (wm)  dr (wm)  Wq (um) 1 (um) couple outputs were connected to a Fluke Hydra series digital
1 SS 304 13 17 — —  multimeter(DMM) with scanner.
% A'é”sn'gg[ln ld56 1170 = Sso  The set-up was placed inside the vacuum chamber of approxi-
4 Aluminum 06 10 3 700 Mmately 180 litres capacity. Vacuum was achieved using a two-

stage rotary vane vacuum pump. The level of vacuum was mea-
sured using a Pirani gauge with readout facility. All experiments
were conducted at vacuum better tharr i@nbar. A heat flux

sitivity of 0.01 wm. Surface roughness and waviness wer@duge was placed below the bottom sample, as shown in Fig. 11,
determined over an evaluation length of 2.5 cm. The signals of§- assess the heat transfer rate through the sink.
tained over the evaluation length were analyzed for cut-off length The heat flow through the specimen was maintained at about
as per International Standards Organizati®®0). The cut-off 5.0 watts for the experiments. The thermal path through the speci-
length is the minimum length required to give valid measuremeften showed a much smaller thermal resistance than the thermal
of microscopic irregularities. A cut off length of 0.8 mm waspath through the pointed loading bolt. The heat transfer through
chosen for turned surfacel4]. The distribution of surface the specimen was determined with the measured temperature gra-
heights determined within the cut-off length corresponded to sutients. These values were about the same as the power input to the
face roughness and gave the roughness profile. The average Bagter indicating that transverse and upward heat flow through the
face roughnesR, was obtained the measurements over the entileading mechanism were negligibly small. The radiation loss to
evaluation length. the surrounding was minimized by covering the test pieces by a
The waviness was determined by filtering the roughness fropiight aluminum foil. The maximum value of the measured total
the profile obtained over the evaluation length. The macroscoieat loss was within 9%.
undulations obtained after the filtering constitute the waviness andThe assumption of steady state was taken to correspond to a
were fitted in the Talydata-2000 software for average surface tuation when maximum temperature change over a period of 5
rametersv,, |, andR. The above representation of waviness usinginutes was less than 0.1°C. In practice, steady state conditions
averages for depth, spacing and curvature is done following theere reached within 40 minutes. However, for the first set of
procedure of Dagnal[l14]. experiments involving initiation from cold conditions, the tran-
The flatness deviatiod; of each surface is obtained by filteringsients were much longéalmost 190 minutes
out the surface roughness and waviness in the Talysurf measur
ments. The instrument had a measurement accuracy?2éé over
the specified range of 0 to 20m.
A total of 8 test specimens, 4 each of stainless steel and alu

el-Jncertainty in Measurements. A key factor affecting con-
tact heat transfer measurements is the heat loss. The heat loss was
/Bpsured to be small by maintaining the resistance of heat flow to

num were made. The range of surface finish, waviness and fIt¢ surrounding to be sufficiently large compared to the contact

ness deviations in the specimen is given in Table 1 given belolSiStance at the interface. Since the experiments were done in a

The ratio ofd; /R, varied between 13 and 16 and the ratig/R, Vacuum chamber, the major source of heat loss to the surrounding
a a . . .

varied between 5 to 6.7 in the specimens. These values are sSefy radiation. The measurement of the temperature differences

from the prediction to be in the region where waviness and flnd the error in locating the thermocouples also contributed to the
ness do influence the contact conductance. uncertainties in measurement. All the thermocouples were fabri-

cated in the laboratory and were calibrated using high accuracy
Experimental Setup. The surface contact conductance wagnicroprocessor-controlled temperature bath with an accuracy of
measured in an axial heat flow apparatus. A sketch of the tesb.1°C prior to use. The interfacial temperature difference in the
apparatus is shown in Fig. 11. Test coupons were heated by a hegleriments varied between 2°C and 18°C and the mean interfa-
flux standardheater). These standards generate a specified vabigl temperature varied from 50°C to 73°C.
of one-dimensional heat flux. The power input to the heat flux The maximum uncertainty is associated with experiments hav-
standard was controlled by a variac and measured through a grgy highest load across the joint and for specimens of smoothest
cision digital wattmeter. The contact pressure at the interface Wagface having least surface waviness and flatness deviations. This
varied by tightening the loading bolt. A load cell placed betweegondition results in the smallest temperature drop across the inter-
the heater and the loading bolt was used for the measuremefdge. The maximum uncertainty in the differential temperature
The contact pressure was varied between 5 MPa and 70 MPameasurement is0.3°C for the smallest temperature difference of
An insulator (Fig. 11)was used to reduce the heat transferregeC and corresponds to 15% uncertainty. With heat conduction
through the loading bolt. The insulator was made out of Vespeltigrough the specimens known within 9%, the largest uncertainty
material possessing an extremely low thermal conductivijf measured thermal contact conductance was ther¢faeg’
(~0.02 W/mK). Six thermocouple junctions df-type were at- | g 18105=17.5%. The accuracy of measurements was much
better for wavy and non-flat surfaces and for test coupons with
larger values of surface roughness. The pressure and load mea-
N surements were accurate within 2% of the nominal.

Loading bolt

Supporting frame Experimental Results and Comparison. Experiments were
first done for non-flat and non-wavy surface contacts formed by
- o o stainless steel joints and alu_minu_m joints and then r_epeated with
2. svpriy—S inalacion vesrer N Wavy and non-flat surfaces given in Table 1. All experiments were
I — omrecten o Dt carried at different values of interface contact pressures. Figure 12
Test pisce No : 2 — gives a comparison of the measured values with the values ob-
vacuun chatber Heat flux meter o tained from prediction and from the generalized correlation given
it by Eq.(28).
The measured values are seen to be in excellent agreement with
\ the predictions and the correlation. Higher values of contact con-
ductance for aluminum/aluminum contact is to be anticipated due
Fig. 11 Experimental set-up to its lower material hardness. Under pressure, aluminum flows
400 / Vol. 125, JUNE 2003 Transactions of the ASME
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f Ya
_O AlfAlL d ¢ =10pm, w5 =3.0 um
f a

80000 —

S8/SS, dg =10pm, wa =4.0um Nomenclature

a = radius of contact spot/contour, m

A = area, M

D = diameter of the sample, m

d; = deviation in flathessym

E = Young’s modulus, Pa

h, = total thermal contact conductance, VKN
h* = dimensionless contact conductance
= micro hardness of the softer material, Pa
= number of the discretized region
dimensionless surface parameter
harmonic mean of thermal conductivities, W/mK
waviness spacinggm
slope of the asperity
density of asperities, per‘m
number of contacting asperities
= overall contact pressure, Pa
= contact pressure for zoePa
dimensionless pressure
heat flow rate, W

2
Contact conductance, W/m ™ K

Contact pressure, MPa

Fig. 12 Comparison of experimental results with predictions
and generalized correlation

)
70 * P U523 —x X T
I

easier leading to higher values of contact area and hence the con- radius of curvature of waviness peak, m
tact conductance. A few points in both aluminum and stainless mean surface roughnessm '

steel joints show deviations which are well within the measureg = resistance due to flatnesé roughness, waviness and
ment accuracy of the experiments. Waviness drastically brings' s total. K/W ' '

down the contact conductance in both stainless steel and alumi- ,+ _ tem[;erature difference

num samples confi(ming that wa_vine_ss is indeed a very strong U, = Gaussian random number

surface parameter in the determination of contact conductance. width of area of contacting wavy peaks, m

For wavy samples at lower contact pressures, the measured values

Py
QD
Il

were observed to be lower than predictions. This could be attrib- W; _ altranrg]gi;tehvg%\ﬂ?ses; heightm
uted to the assump_tion of perfect_peak to peak contact in the S = summit penetra’tion depth, m
model. The ccgrrelatlon matches with most of the experimental e = clearance between the surfaces, m
data within 179%. v = Poisson’s ratio
o = standard deviation in summit heights, m
Conclusions s sw = constriction alleviation factor due to flatness, rough-

ness, and waviness
The influence of the roughness, waviness and flatness of sur- .
faces on contact conductance is determined. The macro cont%EPSC”pts
area corresponding to deviation in flatness and waviness and the a = apparent
micro contact area for surface roughness is modeled and the sur- av = average
face contact conductance predicted. Experiments are also done € = asperity contact

with stainless steel and aluminum samples having different levels i = ith asperity

of waviness, flatness and roughness. The results of the experi- j = jth discretized region
ments are demonstrated to match closely with the theoretical max = maximum
predictions. r = real

The surface waviness is observed to influence surface contact W = contour contacts due to waviness
conductance more strongly compared to flatness deviations. De- 1,2 = surfaces 1 and 2
viation in flatness less than about 10 times the surface roughness
and waviness less than about 4 times the surface roughness doR@ferences
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Numerical Simulation of
Reciprocating Flow Forced
Convection in Two-Dimensional
Channels

Cuneyt Sert Numerical simulations of laminar, forced convection heat transfer for reciprocating, two-
. dimensional channel flows are performed as a function of the penetration length, Wom-

Ali Beskok ersley @) and Prandtl (Pr) numbers. The numerical algorithm is based on a spectral
e-mail: abeskok@mengr.tamu.edu element formulation, which enables high-order spatial resolution with exponential decay
of discretization errors, and second-order time-accuracy. Uniform heat flux and constant
Mechanical Engineering Department, temperature boundary conditions are imposed on certain regions of the top surface, while
Texas A&M University, the bottom surface is kept insulated. Periodicity of velocity and temperature fields is
College Station, TX 77840-3123 imposed on the side boundaries, while the flow is driven by an oscillating pressure gra-

dient. These sets of boundary conditions enable time-periodic solution of the problem.
Instantaneous and time-averaged surface and bulk temperature distributions, and Nusselt
number variations are presented. For highflows, the temperature field is significantly
affected by the Richardson’s annular effect. Overall, forced convection increases by in-
creasing the penetration lengtly and Pr. Corresponding steady-flow simulations are
performed by matching the volumetric flowrate. For the limited parameter space investi-
gated in this paper, steady unidirectional forced convection is more effective than the
reciprocating flow forced convection[DOI: 10.1115/1.1565092

Keywords: Channel Flow, Computational, Forced Convection, Heat Transfer, Pulsating

Introduction permanent inflow and outflow regions, where one can easily de-
. . fine the inlet velocity and temperature boundary conditions. Re-
n 'Izlur']d \tlowxat\ng ?Veat tnrair;sferrirl]n C|rcu|ilar t'i[uges,indLljcésinang Crt‘agi' rocating flows require interchange between the inflow and out-

€ls have extensive engineering applications, Including heat §xs, 1,4 ngaries during a cycle. For most applications, it is
changer design, biomedical engineering and mlcro-flwdlcai

Steady f d ion h for in ch | d tub fficult to determine the inflow/outflow boundary conditions,
teady forced convection heat transfer in channels and tubesig.e g particles exiting the flow domain during a part of the

well understood. Simple geometry and steady flow conditions e%"ycle are fed back into the domain, later in the cycle. Although the
able anz?llytlcal sqlutlons e_md coIIectlor_1 _of rellaple experimental o mentum equation yields an analytical solution for two-
data. This result; in anglytlcal and empirical relations for the NU§imensional fully developed reciprocating channel flows, analyti-
selt number variations in terms of the flow paramet&sah and 4 solution of the heat transfer problem is not possible, unless the
Lon_don[l]). However, there are r_elatlvely fewer investigations Ofhermal boundary conditions are simplified. In this paper, we
oscillatory-flow heat transfer, which has more stringent time angainly concentrate on reciprocating flow heat transfer. Hence, we
spatial resolution requirements. Oscillatory flows can be group@i| discuss the previous work on reciprocating flow heat transfer
into two categories: pulsatingnodulatedand reciprocatingfully  in detail. Some experimental, numerical and analytical studies on
reversing)flows. Pulsating flows are always unidirectional anguylsating flow heat transfer can be found 8iegel and Perimutter
can be decomposed into steady and unsteady components, suglg psiegel[10]; Kim et al.[11]; Moschandreou and Zamjd.2];
in the case of blood flow in arterigZamir [2]). For reciprocating Zhao and Chenl3]; Greiner et al[14]).
flows, the flow direction changes cyclically. Hence, these flows A literature survey on reciprocating flow heat transfer shows
convect zero net mass. With the advent of microawo different categories of investigations. The first one is focused
electromechanical systen@®IEMS) and micro-fluidics, pulsating on heat conduction enhancement with high frequency, low ampli-
and reciprocating flows are finding more engineering applicatiortside oscillations, while the second one is focused on forced con-
For example, membrane driven micro-pumps and peristaltiection with low frequency, large amplitude oscillations in rela-
micro-mixers result in pulsating flon@eskok and Warburtof8], tively short channels. One of the early studies of the former
Yi et al. [4]). Several novel heat exchanger devices for electrorgategory is due to Chatwifil5], who showed enhancement of
cooling applications utilize reciprocating flow and heat transfepecies diffusion under high frequency oscillations. Later this phe-
(Liao et al.[5], Sert and Beskol6]). Reciprocating flows are also homenon was applied to enhance heat transfer, where effective
utilized to enhance mixing in micro-scalé®ddy et al[7], Dutta thermal diffusivities, that are about three orders of magnitudes
and BeskoK8]). high_er than the values due to molecular thermal diffusion, are
Analyses of pulsating and reciprocating flow heat transfer diff@chieved(Kurzweg and Zha¢16]; Kurzweg[17]). .
from each other, mainly due to the thermal and velocity boundary Regarding the second category, Li and Y44§] investigated

conditions. Pulsating flows are unidirectional. Hence, they haliat transfer in reciprocating flows at low frequencies and large
amplitudes by numerical simulations. They showed heat transfer

Contributed by the Heat Transfer Division for publication in tf@BNAL OF enhancement due to the intra-cycle oscillations, which were

HEAT TRANSFER Manuscript received by the Heat Transfer Division January 14faused by “sudden changes of the inlet and exit boundary condi-
2002; revision received December 4, 2002. Associate Editor: S. P. Vanka. tions.” Liao et al. [5] performed forced-convection experiments
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t0 [ ler] | [ w0
P x H=1 p Fig. 2 Schema_ltic view o_f a hypothetical problem that consists
of a channel with repeating heated and constant temperature
| ] boundaries
= L 1
Fig. 1 The geometry and thermal boundary conditions used in
this study. On the top surface, uniform heat flux of g=1is .
specified at 5 <x=<15. For 4 <x<5 and 16= x=15, the heat flux lengthL*, length of the heated portion of the chanhgl, where
varies from zero to unity sinusoidally. Zero wall temperature is heat flux is applied, and the penetration lengfh(tidal displace-
specified for x=<4 and x=16. Bottom wall is insulated, while ment). Penetration length is the average distance traveled by fluid

side surfaces are periodic  (cyclic/repeating ). particles during one-half of an oscillation period*(2). Consid-

ering sinusoidal oscillations, the penetration length is defined as

on microprocessor chips by means of channeled zero-mean oscil- = T

latory air flow. They measured the surface temperature of several Lp=u o’ @)
power generating components in a typical personal computer, and . o . .
reported heat transfer enhancement by oscillatory forced conviédiereo™ =2m/7* is the oscillation frequency angf* is the time
tion, compared to the conventional fan cooling. Based on the Re3nd cross-channel averaged axial velocity. The parangtés a
nolds numberRe), Liao et al[5] distinguished two different heat practical measure of the oscillation amplitude. For efficient cool-
transfer enhancement mechanisms. In the low Re regime, higj, L; should be large enough so that the heated fluid under the
transfer enhancement was observed due to the reduction in go@stant heat-flux region will travel towards the constant tempera-
Stokes layer thickness with increased flow frequency. While feure boundaries, where efficient heat transfer to the surroundings
the high Re regime, heat transfer enhancement was observed ¢ take place.

to the presence of “higher-order harmonics of imposed flow fre- For oscillatory flows the Womersley number is an important
quency.” Cooper et al[19] investigated forced convection heatnon-dimensional parameter, defined as

transfer by heating the bottom wall section of a rectangular duct. —

Experiments were performed at low frequencies with large tidal _Je™H 2
displacements. The results showed enhanced heat transfer rates for “= v* )

increased oscillation frequencies and tidal displacements, and qﬁ W | ber determi th locit file. Small
creased duct heights. Chou et[&0] used oscillatory flow to cool € VWomersi€y number determines the velocity profiie. sma

electronic devices. Their idea was to carry the heat away from trgl_t:es reﬁJlt mHa quasrs}eady ﬂO\IN W'tr o;ctlllattﬁry palrlakbollc ve-
source using bubbles oscillating in a micro channel. Prelimina%I Y profiies. However, ‘argex values lead 1o the well-known

results show heat transfer enhancement caused by the oscillat hardson's annular effe(_:t that resqlts in near-wall velocity
flow. overshoots, where the maximum velocity no longer occurs at the

In this study, we present numerical solutions of reciprocati mmetry pIane(Zhao and Chend13]; Richardson and Tyler
fluid flow and heat transfer in two-dimensional channels. Th 1]). This has direct effects on heat transfer, since high velocities
paper is organized as follows. First, we further define the proble ith large gradients increase the heat removal rate from the sur-

" ; -faces. Zhao and Cheng reported observing annular effects in the
and state the boundary conditions, Then the governing equati ﬂmperature profilelsl3]. This is also verified in our current study.

are presented, followed by the exact solution of the fluid flo e Womersley number is sometimes called the *kinetic Rey-

problem and demonstration of numerical convergence charact . .
nolds number” because it plays the same role as the Reynolds

istics of our scheme for high Womersley number flows. Finally. meer in unidirectional steady flows. The Prandil nurroefio

the temperature field results are presented and the effects of vQ momentum and thermal diffusivitipss also important in heat

ous flow and heat transfer parameters on time-periodic oscillatc? for ; tina the th I bound |
forced convection are discussed. ransfer. For reciprocating flows, the thermal boundary layer

thickness is determined by both the Prandtl and Womersley
Problem Definition and Important Parameters numbers.
P Selecting the channel heiglit* as the characteristic length

associated boundary conditions is shown in Fig. 1. We consi 2Ly */H*), Ly (=LE/H*), L, (=L%/H*), a and Pr. This five-
) » Lp p ’ .

fully reversing flow driven by an oscillatory pressure gradien arameter space makes it difficult to study the importance of

The middle portion of the top plate is uniformly heated, while it very parameter in detail. Therefore, we fixed the normalized

two sides are kept at constant temperature, and the bottom platEHannel length. and the heated region length , and varied_
insulated. The presence of constant temperature zones aIIowg : ; b

time-periodic solution for the heat transfer problem. Periodig,
(cyclic/repeating boundary conditions are specified at the two
ends. The periodicity condition is such that fluid coming out of
one side enters through the other side. Therefore, the velocity and
temperature values are always the same at both ends. For a b&if@le 1 Non-dimensional parameters used in the simulations
understanding of the periodic boundary conditions, this problem

s. This results in eight different conditions, which are summa-

can be visualized as a portion of an infinitely long channel with Case no. L Ly Lp a Pr Re

repeated constant temperature and constant heat flux sections—as

shown in Fig. 2. Such a configuration can be observed in elec- %8 ig g % 110 55;’

tronic cooling applications, where the IC boards usually have a 3 20 12 5 10 1 500t

repeating pattern. For this application, our analysis would be valid 4 20 12 5 10 10 500¢

sufficiently away from the device inlet/exit regions, where flow 5 20 12 10 1 1 1ok

development effects are negligible. ? 38 g ig 110 110 1%8"@/
In our simplified two-dimensional model, there are four impor- g 20 12 10 10 10 1006/

tant geometric length scales: channel height, total channel
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rized in Table 1. The parameters appearing in Table 1 are al
nondimensional.

In our simulations the input parameters &g, «, and Pr. The
flow is driven by an oscillatory pressure gradient given by,

(@

Ip* * * %
WZ—A cof w*t*), )

wherep*, A*, andt* are the pressure, pressure gradient ampli-
tude and time, respectively. The amplitudé is directly related
to 'u’* introdl_,lced in_ Eq(l)._ Its v_alue is calculated us_ing the ana'Fig. 3 Analytical solution of the velocity profiles at various
lytical velocity profile, which will be demonstrated in the forth-jines during a cycle for  (a) @=1, and (b) @=10 flow. Index i

coming sections. represents time within a period of the pressure pulse (t=i
—1/8 7).

4 0 u 4 -4

Nondimensionalization and Governing Equations ) ) N
Analytical Solution of the Velocity Field

Numerical simulations are performed using nondimensional pa- ] . . . .
rameters. The length, time, velocity, pressure, temperature and he analytical solution of reciprocating flows in a two-

heat flux are normalized as follows: dimensional channel is known. Consider the flow between two
parallel plates, driven harmonically in time with a pressure gradi-
X* y* t* u* ent of the following form,
o Tw U oW ;
p .
—— =A —it
p* T -T3 g* Zaa ®
= T= = =1, 4 ) ) ) )
P p*(w*H*)? AT T kAT R @ whereA is the pressure gradient normalized wit* @* 2H*3),

andi==1. The velocity profile for this flow is given bgLan-

H H H * *
where the velocity is normalized by*H* due to the lack of a dau and Lifshit22])

characteristic velocity scale in the problem. In &4), T* andqg*

represent the temperature and heat flux, respectively, while the (i+1)v2

specified wall temperature iy , and AT* is a reference tem- _ cos(—y)

perature difference in the domain. Since there is only one refer- u(y,t)=Real iAe | 1- - 9)
ence temperature value on the walf;() and uniform or zero heat 5( (i+1)

flux conditions are specified on the rest of the boundaf; is V2a

de_termlned n thepost-processmg sFagWe calculate the appro- wherey is the cross channel distance normalized by the channel
priate valu_e forAT* using Fhe maximum alloyvable te_mperatureheightH*. Figure 3 shows the velocity profiles at various in-
difference in the flow domaitbased on the design consideratipns_,_° . during a cycle far=1 anda=10 flows. Quasi-steady
and the calculated maximum nondlmensmr_lal tem_peraf[l,qg_xx. . flow behavior is observed far=1 flow, while the Richardson’s
As an example, lets consider an electronic cooling appllcatlogn ular effect is present far=10
where the maximum temperature difference between the ambieng, "2 4 cross-channel-a{veraged velocily i6 obtained
and the chip surface is 30°C. If our simulation resultsTip., by integrating Eq(9) as follows
=2, thenAT*=15°C. We can calculate the maximum possible '
heat dissipation d*) from the system usingl* =qgkAT*/H*.
Alternatively, one can select the desired heat flgX)(, and cal-
culate AT* to find the maximum surface temperature. This nor- ) ) . o .
malization makes it easier to utilizlynamic similarityfor obtain- Where 7=2m (radians)is the normalized oscillation period, and
ing the dimensional temperature and heat flux values. H=1 is the normalized channel height. This integral is evaluated
Governing equations are the conservation of mass, incompredgmerically, andi=0.0528A and U=0.5647Aare obtained for

ible Navier-Stokes and heat transport equations, presented in el and a=10, respectively. For a desired tidal displacement
following nondimensional form, L,, we calculate the corresponding pressure amplitidesing

U=L,/m, which is a nondimensional form of E{lL).

i

1 7 (HI2
=T—HLJ u(y,t)dydt, (10)

—H/2

V.i=0, (5)
od Numerical Accuracy and Convergence

1
Z T(@.V)u=—Vp+ R—eVzu, ©6) Our numerical algorithm utilizes spectral element discretization
of two-dimensional, unsteady Navier-Stokes and heat transport
d . 1_, equationsEgs. (5-7). Time integration is handled by a second-
- FUV)T=5. VT, (7)  order accurate, stiffly stable time integration scheme. In this sec-
tion, we demonstrate the space and time accuracy of our numeri-
where Re=? for oscillatory flows. Thermal conduction coeffi- cal solution by comparisons with the analytical solution of the
cient and viscosity are assumed to be constant and the viscoesiprocating flow velocity profile. Simulations were performed
heating terms in the heat transport equation are neglected. Thesig 104 elements, where 26 elements were employed in the
assumptions and approximations are consistent with the previaiseamwise direction and 4 elements were employed in the cross
analytical and numerical studies. flow direction, as shown in Fig. 4op). In the spectral element
At this point it is worthwhile to mention that the flow inside themethod, we keep the elemental discretization of the domain fixed,
channel is hydrodynamically fully developéde., the streamwise and refine our solution by increasing the expansion order within
gradient of the velocity vector is zerat all times. Based on Fig. each elementp-type refinement). In Fig. 4bottom), we show
2 and the discussion about the periodic end conditions, fullguadrature points obtained Ipytype refinements, which result in
developed flow is automatically satisfied. Therefore, the entry adé, 49, 100, and 169 collocation points fdf,3", 9" and 12"
flow development effects are excluded in the current study. order spectral expansions, respectively. The spectral element
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Fig. 4 Top: Half of the actual mesh used in the simulations. Quadrature points for a 9 "_order
expansion are also shown for selected elements. A finer mesh is used at the Neumann /Dirichlet

boundary interface on the top wall (4<x<4.5) to resolve large temperature variations.
Bottom : A portion of the spectral element mesh showing only cross-channel discretization
with different expansion orders  (N). Thick lines show the elements, while thin lines show the
collocation points. Progressively increasing the element order (N) by keeping the total number
of elements fixed is known as  p-type refinement.

methodexhibits exponential reduction of discretization erréos  zation. The results shown in Fig(& clearly indicate the spectral
sufficiently smooth C*) problems uporp-type mesh refinement accuracy of the algorithm. Decrease of the discretization error by
(Karniadakis and Sherwif23]). The method also features smallseveral orders-of-magnitude wifittype refinements is an impor-
dispersion errors for long time integration of unsteady flow proltant aspect of the spectral element method. For example in Fig.
lems (Beskok and Warburtof24]). 5(a), the discretization errors of thd@nd 12" order expansions

We demonstrate the convergence characteristics of our methgd ahout 104 and 10°°, respectively. This shows a reduction in
for @=10 flow, which exhibits rather complex velocity profilesihe giscretization error by five orders-of-magnitude, while the
with large localized gradients. In Fig(&, we show the variation nymper of collocation points per direction is increased approxi-
of L., error norm(maximum errorjas a function of the elemental mately by a factor of twdfrom 7 to 13 between theand 1
expansion ordeN. Thel .. error is calculated using the numericalyrger discretizations Exponential decay of discretization errors
solution and the exact solution given in EQ). The discretization by p-type refinements is a great advantage of spectral element
error is evaluated by solving the unsteady problem with varioygethods over lower-order schemes, where grid independent solu-
spectral expansion orders, until a predetermined absolute timgiihs can be achieved more effectively.
reached. We utilized a very small time-stefpt(=10"°) in order  since we are solving a transient problem, time accuracy of the
to ensure that the leading order errors are due to spatial discr@fimerical algorithm also plays a significant role. Time accuracy is
verified using controlled sets of simulations, in which, we em-
ployed 12" order spectral elements to ensure that the leading-
order error in our solution is due to the time discretization. We

_ .
102 @ " I ® integrated the transient problem with various time steps until a
T predetermined absolute time is reached. In Fi@)5ve showl .,
1041 _ 10°r error variation as a function of the time stap. The slope of this
g i E L Log-Log plot is 2, verifying that time accuracy of the algorithm is
_':. ‘“"’: 40 second-order. Since we do not have an analytical solution for the
sk 10 temperature field, we verified convergence of our numerical re-
r sults byp-type mesh refinements, until grid independent solutions
1010 L s . . 100l - - ,, are obtained. The forthcoming results are obtained using polyno-
3 6 N 9 12 10 10 At 10 10 H — —
mial orders of ~9 and 8-11, for =1 and a=10 cases,
Fig. 5 Space and time accuracy for a=10 flow. (a) Variation of respectively.
L, error as a function of the expansion order N (obtained using
At=107%). Exponential decay of the discretization error indi- Results

cates spectral convergence. (b) Variation of L., error as a func-

tion of the time step (obtained using 12 ™ order elements ). In this section we present detailed analyses of temperature field

Shows second-order time accuracy.
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Fig. 6 Instantaneous temperature contours for cases 2, 4, 6, and 8. Index i represents time
within half a period of the pressure pulse (t=(i—1)7/8). The flow and thermal conditions are
presented in Table 1.

examine the effects of the Prandtl and the Womersley numberscadd walls. Case 6 has twice the tidal displacement of case 2, and
well as the tidal displacement on heat transfer. The results preshows stronger cross-channel temperature variations. Values of
sented in the following sections are obtained after the simulatiotie normalized temperature are significantly reduced from case 2
have reached their corresponding time-periodic states. to case 6, indicating increased convective cooling with increased
tidal displacement , . Large cross-channel temperature variations

Temperature Contours. We present snapshots of temperag o opserved for cases 4 and 8, which correspong=d0 flows
ture contours for cases 2, 4, 6, and 8R0) in Fig. 6. These X P )

snapshots are synchronized with the pressure pulse, and theycalgae 8 has the highets}, and a values used in this work. Tem-
obtained at 6, 1/87, 1/47, and 3/8. Comparisons of cases in thepig ture contours for this case concentrate near the top surface,

‘ ! : ; T which indicates thin thermal ndary | rs and enhan for
horizontal and vertical directions indicate the effectsvafndL ;, ch indicates ermal boundary layers and enhanced forced

ivelv. The left col > and &h convection. Temperature values are also significantly lower than
respectively. The left columfcases 2 and 63hows temperature o oher cases. Our overall observation from Fig. 6 is that the

contours oscillating back and forth with rather monotonic Sh""per'f\‘ormalized fluid temperature in the channels are decreased with
Especially for case 2, temperature contours across the Channeliﬁ&?eased tidal displacemeing and Womersley number, and the

almost uniform at any time. Small, and a values for case 2 o haratyre distribution in the channel is highly affected by the
result in the lowest axial velocities. Hence, conductiam the velocit fil
ceg y profile.

axial direction)dominates over convection, as can be dedu
from the temperature contours. For case 2, the hot fluid pocketTemperature Profiles. Detailed descriptions of temperature
under the heat source is not effectively convecting towards tipeofiles for reciprocating flows are not common in the literature.
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Fig. 7 Instantaneous temperature and velocity profiles at axial locations of x=5 (solid-lines )
and x=10 (dashed-lines ). Index i represents time within a period of the pressure pulse
(t=(i—1)+/8). Simulation parameters are presented in Table 1.

In Fig. 7, we present the temperature distributiorxats (solid- direction, as can be seen by a comparison of cases 7 and 8. It is
lines)andx= 10 (dashed-linejor all cases. Each figure shows theinteresting to note that for a given axial location, the bottom wall
temperature profiles obtained at eight different instances. Theaeenperature for cases 4, 7, and 8 remains almost constant through-
snapshots are synchronized with the velocity profiles, which ag@it the cycle. All of these cases have a lamevalue, which
shown at the bottom of the figure. The abscissa shows the tegarresponds to a large Re and enhanced convection. Heat supplied
perature value, while the ordinate shows the cross-channel co@sm the top plate rapidly convects along the channel and most of
dinate. The locatiox=10 corresponds to the geometric center ofhe thermal activity is occurring near the top wall. These cases
the channel, where non-dimensional heat fluxefl is imposed result in bulk temperatures that are significantly lower than the
on the top wall. Due to the symmetry planexat 10, temperature gyrface temperatures, which results in high Nusselt numbers, as
profiles at this location repeat twice cyclically frofe=1 t0 4,  giscussed in detail in the following sections.

while the temperature profiles at=5 cycle fromi=1 to 8. In

Fig. 7, the top four case€l, 2, 5, and 6)are obtained under Top-Wall Temperature Variations. In electronic cooling ap-
oscillatory parabolic velocity profilesa(=1), while the bottom plications, exceeding a certain temperature may result in chip fail-
four cases(3, 4, 7, and 8)are obtained fore=10 flow. Fora« ure. Therefore, the maximum surface temperature is an important
=10 cases, sharp velocity gradients near the walls result in efesign parameter. In addition to the maximum surface tempera-
hanced oscillations in the temperature profiles. For example, thee, the time of exposure to high temperatures also plays an im-
temperature profile in case 7 has as many as five inflection poipisrtant role. Figure 8 shows top wall temperatures at five different
attimesi=2, 3, 5, 6. It is clear from these results that the Richinstances during half a cycle. Comparison of the lef{£5) and
ardson’s annular effect, which exists in the velocity profiles aight (L,=10) columns shows that the maximum top wall tem-
large frequencies, affects the temperature profiles. For case 1, te@rature for low penetration length simulations occurs in a nar-
perature profiles are almost uniform at all times. An increase Hwly bounded region near the channel center. Howeverlfor

the tidal displacemerit , results in monotonic temperature varia-= 10, the location of the maximum surface temperature is oscil-
tions, as shown in case 5. In cases 1 and 2, temperature valugg@{g throughout the entire heated region. Comparisons of all

x=10 are higher than the valuesxat 5, which is an indication of gjght cases show that the maximum surface temperature decreases
hot fluid being stuck under the heated region. The comparison\Qfn increased. .. «. and Pr.

cases 6 and 7 in Fig. 7 shows that an increased Womersley num-
ber results in localized temperature gradients near the top wallBulk Temperature and the Nusselt Number. Bulk tempera-
with sudden temperature fluctuations. An increase in the Prantitte is an important parameter, used in the calculation of the Nus-
number creates sharper temperature variations in the cross-flesit number. Classical definition of the bulk temperature is

pe
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Fig. 8 Instantaneous top-wall temperatures. Index i represents time within half a period of
the pressure pulse (t=(i—1)+/8). Simulation parameters are presented in Table 1.

1 (HR2 Figure 9 shows axial variations of time-averaged top-\glid
H JLH/Z u(y,HT(xy,tydy lines) and bulk (dashed linestemperatures. The dashed-dotted
Tp(x,t)= o (11) and dashed-dotted-dotted lines in the figure correspond to unidi-
if u(y,t)dy rectional steady forced convection cases, which will be discussed
H) np 7' in the next section. This figure shows that both the time-averaged

) o ) ] ) wall temperature and bulk temperature decrease with increasing
This definition is not preferred in a reciprocating flow, because the =, and Pr. Fore=1 casestop four plots), the bulk tempera-

g%r_lonlllnatoréjef(_:on&es tz_ero twice du(;lrt\)g Ii (t:ycle. Totove_rcct)rr?eft Ife values are close to the time-averaged wall temperature at 5
IMculty, we defined a ime-averaged bulk temperature in the 10k, 15 This is especially noticeable for cases 1 and 2. On the

lowing form, other hand, bulk temperatures for cases 7 and 8 are almost half of
1 (7 (HR2 the time-averaged wall temperatures at»<10. Here we men-

H fo f_lelu(y,t)IT(x,y,t)dydt tion that cases 7 and 8 are the most effective in evenly spreading

To(X)= (12) heat to the entire channel, as can be seen from their almost flat

a bulk temperature distributions. This also shows enhanced forced

The absolute value in the numerator is used in order to avdi@nVvection cooling for these cases. _ .
negative bulk temperatures during the flow reversal. An alterna-In the simulations we specified a nondimensional constant heat
tive definition can utilize time integration over a half cycle ratheflux value of unity in the region §x<15. Forq=1, the time-
than a full cycle, which will yield the same result due to theéiveraged Nusselt number can be calculatedSast and Beskok
half-period symmetry of the velocity and temperature fields.  [6]),
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case 5

case 1

Fig. 9 Time-averaged wall-temperature  (solid lines ) and time-averaged bulk temperature
(dashed-lines ) variations for reciprocating flows. Wall temperature (dashed-dotted lines ) and
bulk temperature (dashed-dotted-dotted lines ) variations for unidirectional steady flows are
also shown. Simulation parameters are presented in Table 1.

previously obtained oscillatory flow temperature and Nusselt
— . (13) number results are compared against the steady, unidirectional
Tw—Tp forced convection. We match the oscillatory and unidirectional

L . flows by matching the time-averaged flowrate. Reynolds number
Variations of time-averaged Nusselt number along the heated PSFthe c{)rresponging unidirectione?l flows is calcula);ed by

tion of the channel are shown in Fig. (&). We separated the low
and high Womersley number cases. kGt 1 (cases 1, 2, 5, and a*H* azL’;

6), the maximum N occurs at the middle of the channet ( Re=—— =5+ (14)
=10). For these cases, slight increases-ab andx=15 are due

to the change in the boundary conditidSee Fig. 1). Specifically, Which is presented in Table 1. The velocity and temperature
the wall temperature suddemy drops to zerxatd andx=16, boundary conditions at the channel ends are periodic. Flow is
while the bulk temperature is decreasing gradually. These varfgom left to right, and it is maintained by a constant pressure
tions in the boundary conditions result in localized increases in tgéadient. The resultant velocity profiles are parabolic, typical of
Nusselt number. It is interesting to notice that the tidal displaceressure driven laminar flows. Due to the periodic temperature
ment and Prandtl number are both important here. Case 6 shd¥gsindary conditions, fluid leaving from the right boundary is en-
an almost uniform time averaged Nusselt number in the heat&iing from the left with a temperature equal to the exit tempera-
zone, which is an indication of effective heat transfer. The resufidre. Numerical results correspond to the steady state conditions.
for =10 are shown on the top left figure. For cases 3, 4, 7, andBU”( and wall temperature variations along the channel are

8, the maximum N occurs at both ends of the heated regiorghoWn in Fig. 9 using dashed-dotted-dotted and dashed-dotted
' ] nes, respectively. For cases 1, 2, and 5, bulk and wall tempera-

whereas the minimum doccurs at the channel center. Comparin ; - ‘ X
case 3 with case 4or case 7 with case 8), we observe that thi!'eS increase linearly with the same slope in most of the heated

time averaged Nusselt number is increased by increasing f§&ion: indicating thermally developed flow. We also observe that
Prandtl number. Comparing case 3 with caséoi case 4 with C2@S€ 6 isalmostthermally developed. Cases 1,_ 2, 5 and 6 corre-
case 8)shows that increasing the tidal displacement increases t#PNnd to low Reynolds numbers (Red), resulting in relatively

Nusselt number. Finally, comparing cases 6 and 8 shows that K@l Peclet numbers. Cases 3, 4, 7, and 8 correspond to Reynolds
increases with the Worr;ersley number. numbers that are two orders-of-magnitude higher than the corre-

sponding low Reynolds number cag&ge Table 1). This is due to
Steady Unidirectional Forced Convection. In this section, the quadratic dependence of the Reynolds number on the Womer-

Nu(x) =
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Fig. 10 Axial distribution of time-averaged Nusselt number for (a) reciprocating, (b) unidi-
rectional steady flows. Simulation parameters are presented in Table 1.

sley number, given by Eq14). For these cases, thermally develtion in two-dimensional channels, and compared our results with
oped conditions are not observed. In all of the cases, unidirabe corresponding unidirectional flows. We assumed a cyclically
tional forced convection results in smaller bulk and surface&peating flow section and imposed periodicity of velocity and
temperatures than the reciprocating flow, with the exception emperature fields at the sides of the computational domain. To
case 5. In addition, we note that time-averaged top wall tempegsur knowledge, periodic thermal boundary conditions in recipro-
tures in Fig. 9 are less than the instantaneous maximum wadting flows have not been investigated before. Simulation results
temperature shown in Fig. 8. Loly, casegcases 1, 2, 3, and 4) indicate that the instantaneous and time-averaged surface tem-
give considerably higher maximum wall temperatures than thgjeratures, and the time-averaged bulk temperature are reduced by
unidirectional flow counterparts. For cases 4 and 8, the bulk teficreasing the penetration length, Womersley and Prandtl num-
perature of the unidirectional flows are almost uniform t_hroughogbrs_ Therefore, it is possible to determine a combinatioh of
the channel, and these cases correspond to the maximum Peglelng pr that will keep the maximum surface temperature below
numbers simulated in our work. Unidirectional flows result in, gesjred value, which is important for cooling applications. Un-
increasing surface temperatures in the downstream directiqRe \njgirectional flows, reciprocating flows convect heat to both
where oscillatory flows  experience oscillating temperatuigag of the heated region. This results in oscillation of the maxi-
maxima, as can be seen ”0”.” Figs. 9 and 8, respectl\_/ely_. ThiRim surface temperature along the heated region of the channel,
basic difference may b_ecome important for various apphcapon@vhich may be advantageous over unidirectional forced convec-
Eusselt number variations of unidirectional steady flows in thg,, "\ pore the maximum surface temperature occurs at the exit of

eated region are shown in Fig.(b0. Maximum Nusselt number he heated region

& -

is observed at the entrance of the heated region and decre umerical simulations show an increase of the time-averaged
continuously. Two exceptions are the slight increases seen a o . = 9
selt number with increasing, Pr, andL . Variation of the

=15 for cases 1 and 5. These cases have the lowest Pe, and | d N | b | he h d - fth
increase in the Nusselt number is due to noticeable heat condfifl€-averaged Nusselt number along the heated region of the
nnel shows different trends far=1 and «=10 flows, indi-

tion in the upstream direction. Cases 1, 2, and 5 have reache(’ X ) .
thermally developed conditions with constant Nusselt number G#ting that velocity profiles have strong influences on the heat
5.387, a value very close to 5.3846 given by Shah and Lofitbn transfer c_haract(_erlstlcs. Rlchardson s annu_lar effect, observed in
Cases 3, 4, 7, and 8 correspond to high Peclet numbers. For thgsvelocity profiles for high frequency oscillatory flows, affects

cases, high Nusselt numbers are observed due to the thermgpp;,temperature profiles and heat transfer characteristics, as shown
developing flow conditions. by the instantaneous temperature contours and profiles. Unidirec-

tional flows corresponding tee=1 cases show thermally fully

. . . developed conditions towards the downstream portion of the

Discussion and Conclusions channel. For these cases, the reciprocating flow Nusselt numbers
Motivated by its potential in electronic cooling and microfluidis comparable to or higher than the corresponding unidirectional

ics applications, we simulated reciprocating flow forced conveflow cases. Overall unidirectional flows resulted in smaller surface
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temperatures than the reciprocating flows. However, we believe= =
that with proper combinations of the parameters, heat transfer® =

time and space averaged quantity
dimensional quantity

rates higher than the corresponding unidirectional flows can be

achieved. In future studies, a larger parameter space will be ex
plored by varying the heated lengthy) and the total lengthiL)

of the channel. : _
Finally, temperature dependence of fluid properties, viscous Ducts, Advances in Heat Transfehrvine, T. F., Jr., and Hartnett J. P., eds.,

heating and three-dimensionality effects are not considered in thﬁ]
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Numerical Prediction of Flow and
Heat Transfer in a Rectangular
Channel With a Built-In

Circular Tube

§. Tiwari A numerical investigation of flow and heat transfer in a rectangular duct with a built-in
G. Biswas circular tube was carried out for moderate Reynolds numbers and varying blockage
¢-mail: gim@iitk.ac.in ratios. Since the heat transfer in the duct is dictated by the flow structure, the study was
Mem. ASME directed towards characterization of the flow. To this end, the topological theory shows
promise of becoming a powerful tool for the study of flow structures. The limiting stream-
P. L. N. Prasad lines on the tube and the bottom plate reveal a complex flow field. The separation lines
and points of singularity (saddle points and nodal points) were investigated. The iso-
Sudipta Basu Nusselt number contours and span-averaged Nusselt number distribution in the flow

passage shed light on the heat transfer performance in the duct. The investigation was
Department of Mechanical Engineering, .necefssita.ted by the need to enhance heat transfer in fin-tube heat exchangers thrqugh
Indian Institute of Technology, identification of the zones of_ poor heat transfer. _The p_redlcted_ results compare well with
Kanpur-208016, India the well documented experimental results available in the literature. In the range of
Reynolds numbers considered for the present case, no need is felt to employ any turbu-
lence model in order to describe the heat transfer behavior. Time series signals of the
transverse velocity component in the wake zone are presented with their FFT and time-
delay plots. The onset of turbulence is not observed up to the highest value of the Rey-
nolds number considered in the present case. This confirms that the transition to turbu-
lence is delayed in the present case compared with that observed for flow past a circular
tube placed in an infinite medium. The reason may be attributed to the narrow gap
between the no-slip channel wall§DOI: 10.1115/1.1571087

Keywords: Forced Convection, Heat Transfer, Heat Exchangers, Tubes, Unsteady, Vortex

Introduction Fiebig et al.[9] showed the promise of longitudinal vortices in

In gas-liquid crossflow heat exchangers, fin-tubes are cognhancement of heat transfer through a detailed numerical inves-

ation. Pauley and Eatdri0] used longitudinal vortices for the
monly used. The gas generally flows across the tubes and %elﬁenancement of heat transfer in turbulent flows. Longitudinal vor-

liquid flows inside the tubes. Figure 1 shows a schematic diagr o are developed owing to the difference in pressure between
of the core region of a fin-tube heat exchanger. The purpose ofrt

€ : i
fin is to enhance the heat transfer rate on the gas side, since {her ;rggt surface of the delta winglets facing the flow and the back
transport coefficient on the gas side is usually much smaller th3 '

that on the liquid side, see Fiebig et fl] and Jacobi and Shah nEX|st|ng air-cooled condensers in geothermal power plants con-

[2]. The various fin configurations are characterized as plain, CS'St of the same fin-tube arrangement as in Fig. 1. Alr is forced

- . i
rugated and wavyWang et al[3)). Although fin-tube heat ex- %;t%l:w%r;dsz\lﬁf?clers Wsro(\)/fidtir:le gr}ZrbZr Is&gr];ggn;.e;i;? rflgst ?rgngfer
changers are the most widely used heat exchangers, no exIO%r"he air side Evénpwith thgextengded surfaces, dominant thermal
mental method has successfully measured the accurate local h@a& o S ; >

. . . . reésistance is on the air side, since condensation phase-change heat
transfer. Rosman et aJ4] investigated numerically and experi- oo .
! trgnsfer takes place inside the tubes. The condenser units can be
mentally one and two-row fin-tube heat exchangers. They USTSry large, consuming a large fraction of the overall capital cost of
isothermal fins for their calculations, the reason being the narrqy yarge, 9 9 p

space between the two adjacent fins. Two-dimensional simulationg >° plants. In. aqqmon, the power required to operqte the fans
red)resents a significant parasitic house load, reducing the net

of flow past a tube bundle have been reported by Launder an : .
Massey[5] and Wung and Chef6]. In recently published papers,.power production of the plant. In order to analyze the mechanism

it has been observed that slender vortex generators can imprbn olved in the heat transfer and flow behavior in such heat ex-

e . . . . .
the heat transfer coefficient, keeping the pressure penalty affiangers, a detailed investigation on a heat exchanger module is

modest level. Biswas et dI7] and Tsai et al[8] reported numeri- necessary. Such a module is shown in Fig. 2.

cal investigations on related topics. In the above investigations theT0 achieve significant heat transfer e_nhancement,_ novel t.ECh_
enhancement of heat transfer from the fin surfaces was achieVed-€S need to be developed: I_n the region near the f|n-tut_)e junc-
by disrupting the growth of thermal boundary layer. Biswas et aE.Om high heat _transfer coefficients exist owing to form‘i‘“‘)“ of
[7] introduced longitudina(streamwiseyortices in the flow field orseshoe vortices. However, low heat transfer coefficients are

by placing delta winglet-type vortex generators on the flat surfac .served on the fin surfaces in th? nea}r-wgke region direptly
yP g glet-yp 9 ownstream of the circular tubes. This region is therefore a prime

Contributed by the Heat Transfer Division for publication in tt@BNAL OF fO_(|3u; ahrea fgr trans_portl enhan(.:errem'dlrll ;]he Fl;rese?t Stu?y’ %de-
HEAT TRANSFER Manuscript received by the Heat Transfer Division February 26'[,"’1I e_ three-dimensiona nur_nenca moael has _een ormulate FO
2002; revision received February 13, 2003. Associate Editor: S. P. Vanka. provide a better understanding of the flow physics. In the numeri-
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Fin Tube Heat Exchanger Table 1

[ Equation )
qumd Continuity 1

‘ Tube Momentum u, v, w

Energy T

—
Cs

Sk
o &|¥ o
SIES]

Dl= =

—1/pfp|.d§, wherel is the unit tensor. In this formulation, we
Fii work with Cartesian components of velocity. The quangtgan
N ins be the three Cartesian components of velogjty, andw and also
(U~ ‘U any scalar, e.g., temperatufevhich needs to be determined. The

k and the source term for the momentum equation becomes

..L AN

variables of the general transport equati@hpare given in Table
1.
Gas

Fig. 1 Schematic diagram of the core region of a fin-tube heat Boundary Conditions

h
exchanger » Top and bottom plates

u=v=w=0 (no-slip boundary conditionand dp/9z=0
cal model, the Navier-Stokes equations together with the govern-T__TW (Tw represents wall temperatare
ing equation of energy were solved in a rectangular channel with® Side walls
a built-in circular tube. duldy=owl/dy=0, v=0 (free-slip boundary conditionand
aplay=0
Statement of the Problem ?Té‘:é;noel et

Figure 2 also represents the computational domain. Two neigh-
borir?g fins form apchannel of heig[r)hil, width B=11.25H and FMu=U.., v=w=0 andp/ax=0
lengthL =25H. Circular tubes of various diameters are located at T=T.
a distance_;=L/4 from the inlet. The blockage rati@/B, was ¢ Channel exit
varied using the values of 0.267, 0.444, and 0.533. Air was usedd¢/dt+ U ,,d¢/dx=0 (Orlanski[11] boundary conditiohn
as the working fluid, hence the Prandtl number of the study is 0.7.(where ¢ represents either af, v, w or T)

The three-dimensional Navier-Stokes equations for laminar  _
flow of an arbitrary spatial control volumé, bound by a closed P=P- .
surfaceS, can be expressed in the following general convection-* OPstaclessurface of the circular tube

diffusion-source integral form: u=v=w=0 anddp/dn=0 (wheren signifies the normal
P direction)
— p¢dv+J(pa¢—r¢v¢).d§fS¢dv @ T=Tu
at Jv s v

wherep represents the fluid density, is the fluid velocity,¢ is ~ Grid Generation

any vector component or scalar quantity @dis the volumetric  Figure 3 shows a schematic representation of the three-

source term. For incompressible flow of a Newtonian fluid, thgimensional grid used for the present computation. The initial grid

equation takes the form is generated by the method of transfinite interpolation. This
P r, o1 method essentially uses a linear interpolation scheme to compute
—J' ¢dv+f Gp— —V¢) -dS=-— f S,dV (2) the interior points by using the coordinate values from the bound-
atJy S p pJv aries. The grid obtained by algebraic mapping is further improved

by the use of the partial differential equations technique. The two-

dimensional grids on thg-y plane are stacked in thedirection

with constantAz.

no-slip topwail
/ 78 / Solution Technigue
\\)*Q' A finite-volume method due to Eswaran and Prakgkh| has
L Qo}o been used to discretize and solve the governing conservation
/ ,@“ equations. The pressure-velocity iterations follow the method due
to Harlow and Welct13]. The procedure of Eswaran and Prakash
zw N sidewall [12] has been documented in the recent work of Prabhakar et al.
W W [14].
YV
u=u(z) ~VE=0  W=0
T Results and Discussion
emperature T,
no-siip bottomwai A 69X 49x23 grid-mesh is used in the present computation.
B { The divergence-free criterion is satisfied using an upper bound of
10"“. Computations are carried out for three blockage ratios,
Fig. 2 The module of the heat exchanger 0.267, 0.444, and 0.533, and three Reynolds numbers, 500, 1000,
414 | Vol. 125, JUNE 2003 Transactions of the ASME
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z stable node. Through the nodal points, an infinite number of
shear-stress lines pass. Nodal points of attachment act as sources
of skin-friction lines from the point, and the nodal points of sepa-
ration act as sinks, where the skin-friction lines meet. For a sin-

the symbolS to show the perpendicular direction to the plane of
interest.

The saddle points describe either separation or attachment. For
a saddle point of separation, the skin-friction directions are to-
wards the critical point, and for a saddle point of attachment, these
directions are away from the point. In a two-dimensional flow,
there exist special streamlines, called separation lines, which con-
veniently divide the flow into two distinct regions. Such stream-
and 1400. Air is used as the working fluid, hence the Prandihes originate at the saddle points. The three-dimensional coun-
number is 0.7. The span-averaged Nusselt number is calculated®ipart to these separation lines is special stream surfaces.
the basis of the bulk-mean temperature.

X v gular point, defined as a spiral node, all shear stress lines spiral on
to, or out of, this point.
L Through a saddle point only two sets of shear-stress lines pass.
1SS : . -
D On each of these lines, the skin-friction behaves as a vector field.
.,:::’::’:::::::.‘:5::‘:& Shear stress in a three-dimensional flow field is brought about by
‘,::::::::::‘o:“'o‘.:o::::::::,. each of the two independent flow velocity componépts a two-
’:f:‘:::’::’::::,,‘:_" T dimensional two-dimensional projectiorOn a two-dimensional
.Wm:::ﬁ’iigg o plane, in the vicinity of a solid surface, say on either of the no-slip
S S S e e I S SIS S, surfaces of the channel walls, the direction of skin-friction vector
RS SSSSSSSSISSSISISISSISISS : ~ - : : et :
=§§WW5555’55”5’555 field is dictated by its associated direction ratios
R ESSSSSSSSSSSSSSSSST ts [ wdul 9z, mdvldz]. The direction keeps on changing depending
S SS S SeSSS S S E EE K r
EEiiEEEEigimgiiigiggiiggiiggﬁ‘ on the relative magnitudes of the two direction ratios. Here, the
Egiigiigiiiiis ‘O‘O’Egiigiiiiiiiiiﬂﬂ‘ direction z is the direction normal to the surface containing the
Eiiigiig Eiiiiiiiigﬁ’ skin-friction lines of interest. For any general surface, we may use
INNANNAY S sse s
QRN cr
NN 2r557%
SN g5
2z

Fig. 3 Schematic representation of the three-dimensional grid

o . . o o Flow Topology on the Horizontal and the Vertical Planes.

Flow Characteristics. In this section a detailed investigationFijgyre 5 presents the streamline plots on the horizontal midplane
of the flow structure in the passage of a fin-tube element is prgf the channel corresponding to the instantaneous flow field and
sented. For a three-dimensional flow simulation, it becomes diffhe time-averaged flow field. It can be observed that the instanta-
cult to handle the huge amount of data and only the effective Usgous flow field illustrates vortex shedding. However, this asym-
of some approaches proposed in the literature can depict the figytry is suppressed when the time-averaged flow field is viewed
structure. Of the possible methodologies that enable us to explgfi¢ the horizontal midplane. The asymmetry in the wake zone of
the kinematics of complex flows, the method of topological studyig. 5(a)is time dependent and possesses an unsteady periodic
of limiting streamlines is the most preferred one because the flgyityre. Such a flow structure may be observed in a flow field only
structure is best described by the topological properties inferrgdyond a critical Reynolds number. Below this Reynolds number,
from computed streamlines. According to LegenfltB], the to- the flow field is steady in nature. For the present case, the shed-
pology of three-dimensional streamlines projected on a no-siing pattern corresponds to R&000. The flow field, shown in
body surface is analogous to the experimental surface flow vistiy " 5(h), is averaged over a large span of tithgpically a few

be regarded as the projection of the three-dimensional streamline

field on the body surface.
Figure 4 shows a schematic representation of various singular
points which may appear in a flow field. At the singular points ir
a flow field, the velocity vectors have zero magnitude, but inde¢ 1o
terminate direction. In the vicinity of these singular points, th
dynamic characteristics of the flow depend on the eigenvalues
the Jacobian of the field. Corresponding to each eigenvalue, thi
exists an eigenvector specifying the principal value of the fiel y
component with vanishing cross components. The dynamic chi
acter of the singular points, defined as saddle points or noc
points, also depends on the divergence of the shear-stress vec
Thus, the field Jacobian and the divergence of the shear str® T i X °
vector, together establish the criteria for complete characterizati
of the singular points or critical points associated with the flov
field. We may mention that a focus is a spiral node and a sink is

Re=1000 Pr=0.7 D/B=0.444

= ;::;W

5!
H

Stable Unstable

o,

Focus Sink Saddle  Source Focus Fig. 5 Streamline representation of the flow past a circular
tube placed in a channel on the horizontal midplane for (a) in-
Fig. 4 Schematic representation of the singular points stantaneous flow field and  (b) time-averaged flow field
Journal of Heat Transfer JUNE 2003, Vol. 125 / 415
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Positive bifurcation Negative bifurcation

Fig. 8 Positive and negative bifurcation lines

having their locations at an angle &% 6<<0.87 and 1.2r<#

of the shear stress vector vanish. Hornung and Férry called

also clearly observed in this figure. Two other lines are also seen
< 1.3, respectively. Near these lines, the tangential components

this a negative stream surface bifurcation. The streamlines com-
bine to form a single streamline along the negative bifurcation

line. These lines can be termed separation lines, along which the
boundary layer separates from the tube surface. In Fig. 7, the

Fig. 6 Structure of three-dimensional flow  (particle path ) separation angle shows a symmetric variation about the midplane.
The values of the separation angle at four different heights from

the bottom plane,z=0.1H, 0.2H, 0.43H and 0.5H are @
pears and a symmetrical field pattern is discerned. It may be men0.75m, 0.74m, 0.68m, and 0.73r, respectively. This shows that

tioned that the averaged flow field is an abstract construct tHBg separation angle is large in the vicinity of the midplane of the
reveals a pseudo_steady_state behavior. tube and near the channel Wa||S, and is relatlvely smaller at an

Figure 6 illustrates the particle traces for an instantaneous fldijermediate height close to the midplane.

field, showing the paths followed by the fluid particles during the Figure 9 shows the streamlines in the region close to the bottom
course of their travel through the channel. The flow pattern cleayall corresponding to the instantaneous field and the time-
shows the existence of a screw-like helical vortex motion in théveraged field. A great deal of information about the flow and heat
region close to the circular tube. The wake zone of the tube dyansfer characteristics can be extracted from these figures. The
hibits a strong three-dimensional behavior. The significant norn$ymmetry due to vortex shedding is apparent in the instantaneous

gradient in the direction normal to the no-slip walls towards theymmetrical. A saddle point of separation and a horseshoe vortex
midplane. system are seen in Fig. 9(b). The incoming flow does not separate

in the traditional sense but reaches a stagnation or saddle point of
Limiting Streamlines on the Tube Surface and the Bottom separation(A) and goes around the body. The nodal point of at-
Plate. The structure of the wall streamlines or limiting streamtachment(C), and the separation lines which form circular arcs
lines on the tube surface was investigated. These streamlines cgtross the tube, are also shown. The flow away from no-slip top
sist of only the tangential component of velocity near the surfaggd bottom walls, after it hits the forward stagnation line of the
of the tube. Figure 7 shows such streamlines corresponding to thBe, moves towards the walls due to normal pressure gradient
time-averaged velocity field. It is seen that the surface streamlingsd creates a small region of reversed flow. On each side of the

are symmetrically distributed about the midplane of the chann@libe, one finds a region of converging streamlif®s These are
These surface streamlines reveal bifurcation. The bifurcation may
be either a positive bifurcation or a negative bifurcation. A stream-
line which eventually bifurcates into two or more streamlines fol-
lows a positive bifurcatior(Fig. 8). On the other hand, two or
more streamlimes merging into a single streamline show the £
havior of a negative bifurcatiofFig. 8). In Fig. 7, a positive =
bifurcation is observed near the forward stagnation line of the tul * =227
surface =0 or §=2m). The line of reattachment &= is

Re =1000 Pr=0.7 D/B=0.444

Flow

Re=1000 Pr=0.7 D/B=0.444

=N
o ==
- 06 "—=E
05 )
== &J\\\ 2
| 5 6.28
=) Fig. 9 Limiting streamlines of the flow past a built-in circular
tube in a channel at the bottom plate corresponding to (a) in-
Fig. 7 Limiting streamlines on the tube surface stantaneous flow field and  (b) time-averaged flow field
416 / Vol. 125, JUNE 2003 Transactions of the ASME
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Re=1000 Pr=0.7 D/B=0.444 7-

Bu Re=1000 Pr=07 D/B=0444
23.2842 6
21.7529 X=0.6D from center of the tube
== 202216
Rt - 18.6903 5+
17.159
15.6277
~| 14.0964 4
12.5651 Nu
11.0337 34
9.50243
7.97112
- 6.43981 24
= 4.90849
3.37718 1
Fig. 10 Iso-Nusselt number distribution on the bottom wall 8 10

Fig. 12 Transverse variation of local Nusselt number
the foot prints of the horseshoe vortex system. Behind the tube, in
the wake zone, two areas of swirling floiiZ) are seen. A wake
stagnation pointF) downstream of the tube is also shown, which

. . . is significantly enhanced. The Nusselt number is low in the wake
together with the swirls E, constitutes a saddle zone.

region, as shown in Fig. 10. The poor heat transfer in this region
Heat Transfer Characteristics. Figure 10 shows the isolines is attributed to the Separated dead water zone with fluid recircu-

of local Nusselt number obtained from the time-averaged flol@ting at a low velocity. This trend matches qualitatively well the
field and temperature field on the bottom plate. Several interestifigPerimental results of O'Brien and SotjaB].

features may be observed from the figure. At the leading edge ofFigure 11 shows the distribution of the time-averaged and span-
the channel walls, the Nusselt number has a large value and ti@graged Nusselt number in the streamwise direction for three
decreases gradually. At the leading edge, the cooler fluid comed}iynolds numbers, 600, 1000, and 1400, corresponding to a
contact with the hot solid wall for the first time, as a result oplockage ratio of 0.444. In each case, at the leading edge of the
which the convection heat transfer is large. A gradual decreasefifhy the Nusselt number is high and then it decreases gradually,
the Nusselt number is attributed to the development of the thern$&owing a local maximum in front of the tube. The reasons for
boundary layer on the channel wall. In fact, the inlet condition i#is increase in the Nusselt number in front of the tube have been
one of uniform velocity as well as uniform temperature. TheréXplained earlier. In the developing region of the flow, the span-
fore, both the velocity and the thermal boundary layers are devareraged Nusselt number shows a significant increase in value
oping at the channel leading edge. The region that follows tiéth increasing Reynolds number. As the flow develops in the
leading edge of the channel is the combined-entrance regiondawnstream, this increase is not very significant.

significant increase in Nusselt number is observed in front of the The variation of span-averaged Nusselt number along the
tube which results from the formation of a horseshoe vortex sy&ngth of the channel does not convey any information about the
tem that consists of two counter-rotating longitudinal vortices. AgPanwise variation of local Nusselt number on the channel walls.
the fluid approaches the stagnation line of the circular tube, fier the time-averaged field, the variation of local Nusselt number
slows and its pressure increases. The smaller velocity in thethe spanwise direction at any axial location is expected to be
boundary layer, in the vicinity of the channel walls, leads to &ymmetric about the midpoint on the span of the channel. Figure
smaller pressure increase compared with the midplane. This #2 shows the spanwise variation of the local Nusselt number in
duces a pressure gradient normal to the no-slip walls and t¢ wake region at an axial distance>dR=1.2 from the center
pressure gradient-driven flow is directed from the midplane t&f the tube. The two peaks in the figure result from almost sym-
wards the wall. Hence the induced pressure gradient along fRgtric swirls generated by the longitudinal horseshoe vortices.
stagnation line induces the flow towards the no-slip walls thdihe poor heat transfer in the dead-water region0(5<y/R
interacts with the main stream. The fluid rolls up, forming vorti<0.5) is evident. o )

ces, which finally wrap around the front half of the tube and Figure 13 shows variation of the time-averaged and span-
extend to the rear of the tu28]. Figure 6 explains the formation @veraged Nusselt number along the channel length for three
of a critical point and initiation of the spiralling motion adjacenflockage ratios @/B), 0.267, 0.444, and 0.533, at a Reynolds
to the critical point. The spiralling motion of the horseshoe vortidumber of 1000. It may be observed that with increasing blockage
ces brings about better mixing, and the heat transfer in this region

15
20 Re=1000 Pr=07
e 2 TY PP PR P D/B =0.533
AH Pr=0.7 D/B=0444
i\ D/B =0.444
e Resél L}V D/B=0.267
Re = 1000
........... Ro= 1400
[3 10 x 16 20 25 20 25
Fig. 11 Variation of span-averaged Nu with Reynolds number Fig. 13 Variation of span-averaged Nu with blockage ratio
(D/IB=0.444) (Re=1000)
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time. The effect of mild oscillations on heat transfer becomes
s Re=1000 Pr=07 D/B =0444 apparent when the results are compared with those for the time-
averaged field presented in the same plot.

Figure 15 represents the pressure variation along the length of

channel. The variation of pressure is considered for three Rey-
nolds numbers, 600, 1000, and 1400, with a blockage ratio of
0.444. The cross-stream averaged pressure distribuiidpU@)
Re, along the channel length is shown as a function of the Rey-
nolds number. The dimensionless pressure drop in Fig. 15 has
been scaled with the Reynolds number entailing the matching
points at the entry plane of the channel over the entire range of
SSSee_emmm 77T s Reynolds number.

- e e e e e time t1 = 524.97 units
time 12 = 650.20 units
time t3 = 847.50 units
time-averaged from
t=0to t=13

- Validation of Results and Grid Independence. The model
validation was performed through comparison with the experi-
X mental results of O’Brien and Sohdl9]. Figure 16 shows a com-
parison between the predicted and the experimentally obtained
variation of the local Nusselt number in the spanwise direction at
an axial locatiorx/D =1.38 from the center of the tube. The geo-
metric parameters were described by O’Brien and Sph@y]. In

the experiment, an unheated channel length was provided to en-
sure a hydrodynamically developed condition at the test section.
] ) ) In the numerical simulation used for the comparison, we used a
ratio, the location of the maximum value of the span-averagegdrodynamically fully developed velocity profile at the inlet of
Nusselt number shifts more towards the upstream side. The reaged channel. O'Brien and Sohmg] used infrared thermography

for this may be attributed to an earlier onset of formation of thgy measure the heat transfer characteristics. The predicted values
horseshoe vortices with increasing radius of the circular tube, f@bmpare fairly well with their experimental counterparts.

a fixed location of the center of the tube. The maximum value of The grid independence was confirmed rigorously. The variation
the span-averaged Nusselt number is also observed to be higher

for higher blockage ratios. The increased constriction in the pas-
sage causes more acceleration in the flow, and the acceleration-
driven steeper temperature gradients contribute to a larger sp
averaged Nusselt number.

In addition to the heat transfer behavior corresponding to tt
time-averaged field, the heat transfer characteristics correspond
to the instantaneous field bear special significance. In design ct
siderations, this aspect plays a very important role. Figure :
shows the distribution of the span-averaged Nusselt number £ 18
the bottom wall at three arbitrary time instants, say norg
dimensional times of 525.97, 650.20, and 847.50 units. The ReZ 4,
nolds number for this computation is 1000 and the blockage rai
is D/B=0.444. This figure shows very little difference in the dis-
tribution pattern. The flow fluctuates with a low-frequency oscil 5
lation (this will be discussed in a subsequent sedgtidime differ-
ence appears mainly in the wake zone, as expected. This fig
also reveals that the amplitude of the oscillations is not very larg
The increase in the value of the span-averaged Nusselt numbe.
the downstream section, at larger time instants, is mainly attribut-

able to the development of the flow in that section with passaged§- 16 Comparison of transverse variation of heat transfer
coefficient in the wake region

Fig. 14 Comparison of span-averaged Nusselt number at
three different time instants with the time-averaged span-
averaged Nusselt number

Re=1000 Pr=07 D/B=0.445

O'Brien ot al. (2000)
Present study (at X/D = 1.38 from center of tube)

20

Y (from center of tube)

ok Pr=07 D/B=0.444 15K Re=1000 Pr=0.7 D/B=0.444
d
!
i
-l grid size 79 X 57X 27
!
[ N e grid size 69 X 49 X 23
\
101 A
[ RS § )
o« o N b\
'y Nug | kN
a
5 Emmae
Y (P EIRRVIN NI R R i
0 5 10 15 20 25 PRI TR U N ST T N S SR N N R ST
X 5 10 X 15 20 25

Fig. 15 Pressure variation along the length of the channel for
different values of Reynolds number

418 / Vol. 125, JUNE 2003

Fig. 17 Comparison of span-averaged Nusselt number for two
different grids (time-averaged plots )
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Re=600 Pr=0.7 D/B=0.444 Re=1000 Pr=0.7 D/B=0.444

08565 * oo 3600 005065~ - 0%
(a) time (1) (b) time (1)

4500

Re =1400 Pr=0.7 D/B=0.444

-0.142

0.144

v
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(©) 2806 o - 3400
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Fig. 18 Time series signal of transverse velocity at a point in the wake of
circular tube

of the span-averaged Nusselt number for two grid sizex5® center of the circular tube. The time series data for transverse
X27 and 69>49x23, corresponding to Rel000 andD/B  velocity are collected for three Reynolds numbers, 600, 1000, and
=0.444 is shown in Fig. 17. It is observed that the time and spat&00, and a blockage ratio 8f/B=0.444. Figure 18 presents the
averaged Nusselt number, for the channel, differs from the prgme series signal of the transverse velocity for the three cases. It
jected grid-independence situation by less than 3%. All the cong observed that the amplitude of the oscillations decreases with
putations in the present case were conducted on a grid-meshrRfease in the Reynolds number. Figure 19 presents the(fB5tr
69X49X23 to save some computation time. Fourier transform of the signal for the same three cases. With

Time Series Analysis. The flow and heat transfer results dis/Ncréase in Reynolds number, a decrease in the magnitude of
cussed so far have been presented by assuming a laminar natuR¥fer peak of the FFT is seen. The FFT corresponding to Re
the flow field. The assumption simplifies the present analysis afdt400 shows the appearance of an extra peak of very low fre-
avoids the use of any turbulence model. To confirm the validity gfiency and relatively much smaller power. This reveals that at a
this presumption, a time series analysis was carried out. The siRgynolds number between 1000 and 1400, a Hopf bifurcation
nal traces were obtained from the transverse component of velé@kes place in the temporal characteristic of the signal. In the
ity (v) of a fluid particle located at a point in the wake region. Theresent situation of the flow, confined in a channel, the Reynolds
point of interest in the wake region of the circular tube was chos@mwmber considered for computations is below the critical Rey-
at a location of twice the diameter of the tube downstream fromolds number corresponding to chaotic transitions of the flow.

Re =600 Pr=0.7 D/B=0.444 Re =1000 Pr=0.7 D/B =0.444
20000 8000

15000 [~ 6000 :’
™ £
1]

g 10000 [~ g 4000 -
& &

soo0f 2000

I n Al
0 00 0.01 07 .02 0 0.005 o7 578 .02
(a) Frequency ®) Frequency

Re=1400 Pr=0.7 D/B=0.444

Power

(c) 0.005 .01 0.015 0.02
Frequency

Fig. 19 FFT of the time series of transverse velocity signal
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Fig. 20 Time-delay reconstructions of the transverse velocity signal

From the consideration of channel flows, the Reynolds numbers@bnclusion
interest are well below the transitional Reynolds number and the . . .
flow i the channel s supposed o be amina. Hoever th Rey” (1SS STT=0) TLneres Sty on e fon a0, hee
nolds numbers based on the tube diameters are fairly Idioge 9

: circular tube in a cross-flow configuration has been performed.
example, Rg for the case of Re600 is 2997 and for the case of . -
Re=1400 it is 6993). The laminar vortex shedding, in the case Tp_e duct was designed to simulate a passage formed by any two

. ; oo - . ﬁelghboring fins in a fin-tube heat exchanger. The flow-field is
ifggm%\/imbethlg a}zclrrgggitr? mgc:lalurzrc]),l d': Or?usr?wrt\)/:rd ?th<e5 [%thre éi_ifferent from two-dimensional flows. At the rear of the tube, it
dimen.sional wake becomes ?nore ():/haotic The shéar layers sesﬁ ds to a screw-like motion of a helical vortex tube. Limiting
rating from the cylinder become unstable.at a Reynoldg nurnqiareamlines on the tube surface showed typical separation lines.
around 1200Prasad and Williamsof20]). Therefore, identifica- imiting streamlines on the bottom wall clearly established the

. : . esence of a saddle point of separation, a nodal point of attach-
tion of the nature of the flow becomes a challenging task in Oﬁr{ent in front of the tube and bottom wall junction and a horseshoe

gfe(;:rir:getrlyé (-Ic; ';?ng;ggtlgsd?hrglnpigtsgfg;eoqccy)rlg tc:fmpig;vrir gﬁ:g;“v”artex system that wraps around the tube and extends to the rear

frequency at a Reynolds number R@00. Even at Re=1400 'S the tube. The span-averaged Nusselt number distribution and

only one extra subharmonic frequency is obser(@d. 19(c))in ' the iso-Nusselt number distribution clearly establish the high heat

. transfer near the leading edge of the fins and in the region influ-
the power spectrum, which means that the flow has not yet Qhced by the horseshoe vortex system. Poor heat transfer in the

countered a chaotic transition. The important point to observe@gad water zone is observed. The heat transfer enhancement

_that the_ amplitude of the OSC'”at'OnS ke_eps on qlecreasnng Wilused by the horseshoe or necklace vortices around the fore-root
increasing Reynolds number. Karniadakis and Triantafyfied) the tube is unable to offset the poor heat transfer in the near-
carried out investigations on three-dimensional dynamics af P

i : . S ke region. The zone of poor heat transfer can possibly be re-
transition to turbulence in the wake of bluff bodies. Vittori ancrlnoved by inducing swirling motion in the wake region. This study

Sé?:ﬁgetgfxglzgv]\lfgfgfnghz r(?i?éﬁlgr) ghl?:; e(mletzg dtvivnofrlnﬁ;ﬁfri]r?ilt% naJ:onfirmed that in the range of Re considered, onset of turbulence
y 4 p 'r? not brought about. As a consequence, the predicted heat transfer

medium). The value of the critical Reynolds number is higher i ults, without using any turbulence model, are a meaningful
the present computations than their result. The delay in the Cr't'(}'ggmerical approximation of the physical situation.

Reynolds number to cause the flow transition, in the present cas
may be attributed to the following reason. The gap between the
no-slip channel walls in the present study is small and, as a caheknowledgment

sequence, the strong viscous effect appearing therein constraing;q investigation was sponsored by the New Energy and In-

the transitional limits of the flow. dustrial Development OrganizatighlEDO), Japan
Williams-Stuber and Gharif23] and Pulliam and Vastari@4] P 9 d ), Japan.

carried out transitional studies from order to chaos in the wake

an airfoil. Both studies recommend strongly that a good confirm§fomenclatl‘Ire

tion of transitional scenario can be made by analysing the time- B = channel width

delay reconstructions. For this, the transverse velocity at any in- CV = control volume

stant of time ¢(t)) is independently contrasted with that at a D = diameter of the cylinder

delayed time(say v(t+ 7)). Figure 20 gives the plots of time- F = mass flux through a cell face

delay reconstructions for the three cases having their time-signal H = channel height

and FFT as shown in Figs. 18 and 19, respectively. At higher Re | = unit tensor

value, the spreading of the time-delay plot in a small region dem- L, = distance of center circular tube from the chan-
onstrates the tendency of subharmonic bifurcations in the transi- nel inlet

tional regime. Nu = local Nusselt number, (1A6,) (96/9Z)7-¢
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Reattachment of Three-
Dimensional Flow Adjacent to
.u.nie | Backward-Facing Step

B.F. Armalv Numerical simulations for incompressible three-dimensional laminar forced convection
, flow adjacent to backward-facing step in rectangular duct are performed to examine the
Department of Mechanical reattachment region of the separated flow on the stepped wall. The feasibility of utilizing
and Aerospace Engineering, the two-dimensional flow definition and the limiting streamline definition for identifying
and Engineering Mechanics, the reattachment line/region was examined. The downwash and the ‘“jet-like” flow that
University of Missouri-Rolla, develops near the sidewall creates significant spanwise flow adjacent to the stepped wall,
Rolla, MO 65401 making it difficult to identify a reattachment line/region both numerically and experimen-

tally. The use of the line/region that identifies the location on a plane adjacent to the
stepped wall where the gradient of the mean streamwise velocity component is zero
(9uldy|,_o=0) is recommended for code and apparatus validation of three-dimensional
separated flow.[DOI: 10.1115/1.1571091

Keywords: Convection, Heat Transfer, Reattachment, Recirculating, Three-Dimensional

1 Introduction point on the stepped wall. The location where the shear stress is

Separated and reattached flow occurs in manv heat trans{nripimum does not correspond to the reattachment line in three-
exchgn ina_devices. such as electronic and o}\//ver enerat&mensional flow. To the authors’ knowledge, methods for numeri-
caui mgntgand dum’ combustors. A areat deal gf mixing of hi ly and/or experimentally identifying the reattachment region in
aﬂd Fl)ow ener qui(g) occurs in th.e rgattached flow re ?on thgt ree-dimensional flow adjacent to backward-facing step have not
; X ergy gron, peared in the literature. The two-dimensional flow definition for
impacting significantly the heat transfer performance of these dg-: ntifying reattachment has been applié#4,15] to three-
vices. Studies of separated flow have been conducted extensiy E‘uensional flow, but as will be shown later that definition is not
during the past decades, and the backward-facing step geomg %

. : : ropriate for three-dimensional flow. A topological sketch of
received most of the attentiofi1-3| and the references citedy, o0 gimensional flow structures was presented based on the re-

therein). _In parti_cular, the heat transfer rate changes _rapidly an?achment length located experimentally using the two-
reacr;]es Its rlnaxn;]wuhm vzlue n_zar t_?_e (;eattachment regl(;n. Tneﬂﬁﬁensional definitior14]. The present work utilizes numerical
attachment length has been identified as a parameter for chaigg;jations to examine the flow in the reattachment region for the
terizing the global features of such flow, and it has been measutggtyose of identifying a method, if possible, for locating the reat-
[1,4] and used to validate/compare two-dimensional numericglohment line/region or other similar criterion that can be em-
flow simulation code$5-8] and measurements. lgyed experimentally and numerically for validating and compar-
Measurements of reattachment in two-dimensional separaigfl” three-dimensional simulation codes and measurements,

flow have been performed by using laser Doppler velocimetglyijar to what has been done for two-dimensional fla8].
(LDV) [1], hot-wire anemometd9], particle image velocimeter

[10], wall probeg11], and oil-film dispersion techniqué 2]. The . . .
oil-film dispersion technique relies on visualization and could n& Model Description and Simulation

be used simultaneously while measuring heat transfer. The othehree-dimensional laminar forced convection flow in a heated
methods rely on locating the point/region where the wall shedkict with a backward facing step is numerically simulated, and a
stress is zerox, = udu/ dy|,_o=0, whereu is dynamic viscosity, schematic of the computation domain is shown in Fig. 1. The
u is the streamwise velocity component, apds the direction upstream height of the duch) is 0.01 m, its downstream height
normal to the wall). This is accomplished by measuring the me#H) is 0.02 m, and its widtliw) is 0.08 m. This geometry provides
streamwise velocity compone(i) on a plane that is adjacent toa backward facing step height 8f0.01 m, an expansion ratio of
the wall, and determining from that data the locatigreattach- ER=H/(H-S)=2, and an aspect ratio &R =W/S=8. By ex-

ment points)\where the mean streamwise velocity compor(ent ploiting the symmetry of the flow field in the spanwise direction,

is either zero or is changing its directigsign) from positive to the width of the computation domain is reduced to half of the
negative [1]. Most of the published work dealt with two- actual width of the ductl{=0.04 m). The length of the compu-
dimensional separated flow and relatively little is published abot@tion domain is 0.02 m and 0.5 m upstream and downstream of
three-dimensional flow[13]and the references cited thergifor the step respectively, i.e 2<x/S<50. This choice is made to
two-dimensional flow, the reattachment point/region on thi@sure that the flow at the inlet section of the duet$= —2) is
stepped wall is a one-dimensional region where the shear str8gé affected significantly by the sudden expansion in the geometry
(mauldyl,—o) is zero. But for three-dimensional flow, reattachat the step, and the flow at the exit sectiod§=50) is fully

ment on the stepped wall is a two-dimensional line/region and tlgveloped. Measurements for the same geometry show that the
wall shear stresst(,= u\[(9uldy)Z+ (ow/3y)?],—o, Wherew is flow is fully developed at these plang5]. It was also confirmed

the spanwise velocity componeris equal to zero only at one that the use of a longer computational domain did not change the
flow behavior in the region close to the backward-facing step

Contributed by the Heat Transfer Division for publication in th®URNAL OF (x/S<15). The origin of the coordinate system is located at the

HEAT TRANSFER Manuscript received by the Heat Transfer Division July 5, 200200ttom corner of the step as shown in Fig. 1. Velocity measure-
revision received February 13, 2003. Associate Editor: V. Prasad. ments in the same geometry, using laser Doppler velocimeter,
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show that the flow is laminar and steady for Reynolds numb . : : g
sma_IIer than 600[16]. The steady laminar three-dimensionai )r/gbﬁ thlc_amsi%g?irsv?lle gzzduu/ag;cl);‘::)e :"gezaerrlostreamwse veloc
Navier-Stokes and energy equations are solved numericadigg

finite difference schemeogether with the continuity equation to

simulate the thermal and the flow fields.

Continuity equation:

dJ d J B the duct ¢/L=1, for all x andy), and fully developed conditions
X PUF @(va 77 (PW)=0 @ were imposed at the outlet sectiox/$= 50, for ally and z).
Hexahedron volume elements and non-uniform staggered grid
arrangement are employed in the simulation. SIMPLE algorithm
2u Pu d%u [18]is utilized for the pressure correction in the iteration proce-
(W+ W+ ?) dure. Power-law scheme is used for the convection terms and
central difference scheme is used for the diffusion terms. The
(2) resulting finite difference equations are solved numerically by
F J 9 ap v 9%v v making use of a line-by-line method combined with ADI scheme.
&(PUU)JF(?—(PUZ)Jr —(pvw)=— —+M(—z+ -2t _2) The grid is highly concentrated close to the step and near the
y Jz ay axc  dyc Iz . ) h :
©) corners, in order to insure the accuracy of the numerlcal S|mulq-
tion. Grid independence tests were performed using several grid
J J d , 9P Pw  Pw Pw densities and distributions for R843, and the line designating
Q(PUW)JFW(PUWHE(PW e v B +t-77]  the locations where the mean streamwise velocity compoent
) is zero on a plane adjacent to the stepped wall, was used as the
criteria for grid independence solution. A grid of 1886x36
downstream from the step was selected for this simulation. Using
2T  #T 2T\ @ larger grid 200x42x42 downstream from the step resulted in
—+ -+ —2) less than 2 percent difference in the predicted locations where the
ox=  dy" oz mean streamwise velocity componény is zero on a plane adja-
®) cent to the stepped wall. The residual sum for each of the con-
whereT is temperature and, v, w are velocity components in served variables is computed and stored at the end of each itera-
coordinate directions of, y, andz as shown in Fig. 1. The physi- tion, thus recording the convergence history. The convergence
cal properties are treated as constants in the simulation and evaliterion required that the maximum relative mass residual based
ated for air at the inlet temperature ©§=20°C (i.e., density(p) on the inlet mass be smaller than £0 All calculations were
equals to 1.205 kg/fp dynamic viscosity (u) is 1.81 performed on Hewlett Packard Visualize B1000 workstations
% 105 kg/m-s, thermal conductivityk) is 0.0259 W/m-°C, and along with the HP-UX FORTRAN 77 compiler. One iteration re-
specific heat Cp) is 1005 J/kg-°C). The boundary conditions arejuired approximately 68.21 s when the total number of grid points
treated as no slip condition@ero velocities)at the solid walls, was about 2.5320°. Predictions of the locations where the mean
and thermally adiabatic at all the walls with the exception of thetreamwise velocity compone(i) is zero on a plane adjacent to
downstream stepped waly{S=0.0, for 0.0=x/S<50, and allz) the stepped wallline (x,)) compare very well with measured
that was treated as having a fixed and uniform heat fliesults[16] for Re=343, as shown in Fig. 2, and that provides
(aw=—kdT/dy|,_o) thatis equal ta}, =50 W/n?. The flow rate code validation. Predictions for other Reynolds numbers are also
was varied to cover a Reynolds number range from 100 to 4Qftesented in Fig. 2.
The flow conditions at the upstream inlet section of the duct
(xIS=—2, 1=<y/S<?2, for all z) are considered to be hydrody-
namically steady and fully developed, and having uniform tem-
perature profile To=20°C). Distribution of the mean streamwise
velocity componentu) is considered to be equivalent to the ones | d Di .
described by Shah and Londfiti7], while the other velocity com- Results and Discussions
ponents { andw) are set equal to zero at that inlet sectiofg The general behavior of the three-dimensional flow at Re
=—2). Symmetry conditions were imposed at the center width 6£400 is presented in Fig. 3 through the presentations of stream-

Momentum equations:

a 2+a +a B ap+
= (PU%) @(puv) o7 (PUW)=—— +u

Energy equation:

J J J
x (pCpuT)-é-W (pCpUT)'i‘g (pCowT)= k(
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originating at the inlet plane of the duct in the region between
0.03<z/L<0.5 will generate similar flow features, and a more
detailed view is shown in Fig. 5 at a selected spanwise plane of
z/L=0.075. The streamlines that are displayed in this figure start
from identical transverse locations as those shown in Fig. 4. Frac-
tion of the incoming fluid from that region flows directly into the
primary recirculation flow region and the remaining portion flows
towards what appears to be a reattachment on the stepped wall. A
fraction of that fluid rebounds and moves sharply toward the up-
per region of the sidewall and splits with a portion flowing up-
stream toward the stegjiorming a reverse flow region adjacent to
the sidewall)and another portion flows directly downstream.

Fig. 3 General flow patterns adjacent to backward-facing step 3. Fluid originating at the inlet plane of the duct in the region
between 0.5</L<1 flows directly downstream after approach-
ing the stepped wall and does not appear to contribute to the

lines that trace the paths of hypothetical massless particles pla@&nary recirculation flow region as shown in Fig. 6. The effects
in the flow field. Due to space limitations, most of the results thQf the spanwise flow can be seen in all of these figures in planes
illustrate general flow features are presented only for a Reynoltiét are below and above the step. The impact of the spanwise
number of 400, and similar behavior develops for different ReylOW at the selected plane afL.=0.6 can be seen more clearly
nolds numbers in the range of 18®Re<400. The separated flow TOM the top view that is presented in Fig. 6. The side-view in Fig.
develops a primary recirculation flow region that is attached to tifeShows that the fluid in this region does not reattach directly to

step, and several significant flow features appear downstreHt§ stepped wall. ) . .
from the step as can be seen in that figure. 4. Arecirculation flow region develops adjacent to the sidewall

producing a “jet-like” flow that reattaches to the stepped wall as

1. A downwash that develops adjacent to the sidewall with ¢hown in Fig. 7. It has a shape of a teardrop with thin upper

vortex flow that moves in the spanwise direction inside the prection and relatively thick lower section as shown from the pro-
mary recirculation flow region can be seen in Fig. 3, and a mojection viewed from the exit section in Fig. 7. Fluid from that
detailed view is shown in Fig. 4 for a selected spanwise plane gét-like” flows in all directions upstream into the primary recir-

z/L=0.025. The streamlines that are displayed in this figure stajfiilation flow region, and downstream as shown in Fig. 7. The
at the inlet plane of the duct from 21 points that are betwegmpingement of this “jet-like” flow on the stepped wall is respon-

y/S=1.01 and 1.99. Fluid originating at the inlet plane of the dugfible for the maximum Nusselt number that develops in that re-
in the region between €z/L<0.03 flows(downwash)into the gion.

primary recirculation region in a manner similar to what is shown ) )
in Fig. 4. Distributions of the three velocity components on a plane adja-
2. A “jet-like” flow that moves toward the stepped wall andcent to the stepped wally(S=0.01) along thex-plane and the
rebounds towards the sidewall as can also be seen in Fig. 3. Flgi@lane that intersect at the “jet-like” impingement location are
shown in Figs. 8(aand 8(b). The “jet-like” impingement location
is determined as the point onyaplane adjacent to the waly(S
=0.01) where both the streamwise and the spanwise velocity
\Elg),yo, Re =400 components are equal to “zero.” These two planes intersect at
o etig,, 2/ = 0.025 x/S=6.6 andz/L =0.18 for Reynolds number of 400. The Nusselt
- number distributions along these two planes on the stepped wall
are also presented in these figures. The circle symbol, where both

S

2 the streamwise velocity componefof) and the spanwise velocity

1< component(w) are zero, represents the location where the “jet-
@ like” flow impinges on the stepped wall. Another sample of ve-

8 locity distributions are presented in Fig. 9 on the transverse plane

of y/S=0.4 for the selected planes rfS=5.61 andz/L=0.16.
These planes were selected to illustrate the various reverse flow
regions that develop in this flow. Additional details about the flow
behavior in this geometry can be found in referefit@].

' ) ) . Some studie§l4,15]have used the two-dimensional definition
2%20‘;5 Streamiines starting from the spanwise plane of At of reattachmentx(,-line, the location at the stepped wall where
the streamwise shear stress component is zero, or where
auldy|y_o=0) to identify reattachment in three-dimensional
separated flow adjacent to backward-facing step. A sample of such
effort is illustrated in Fig. 2 for different Reynolds numbers. The
limiting streamlines method has also been explored as a method
for identifying reattachment in three-dimensional flow. Limiting
streamlines on g plane (//S=0.01) adjacent to the stepped wall,
on ay plane {//S=1.99) adjacent to the flat wall, and oz glane
(z/L=0.01) adjacent to the sidewall, are presented in Fig. 10. The
reverse flow regions adjacent to both the sidewall and to the upper
flat wall can be clearly seen in this figure. Streamlines projected
onto a no-slip surface are the computational analogy to the experi-
mental surface flow visualizatioi20]. The bold solid line that is
shown on the stepped wall identifies the locatiorg) (Wwhere the
mean streamwise velocity componénj and the streamwise wall
Fig. 5 Streamlines starting from the spanwise plane of ziL  shear stress componenitu{dy|,_,) are zero on that plane.
=0.075 Figure 11 illustrates the limiting streamlines that originate from

201
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(¢) Fig. 7 The “jet-like” flow and the recirculation region that de-

velops adjacent to the sidewall

Fig. 6 Streamlines starting from the spanwise plane of zIL
=0.6

point where the dimensionless gradient of the mean spanwise ve-

locity component gw/dy|,—o- (S/uo)) line and thex,-line (where
the “jet-like” flow (see also Fig. 7along with the line that des- du/dy|,_,=0) intersect as shown in Fig. 12. That point is the
ignates the locations where the mean streamwise velocity comfropingement location of the “jet-like” flow that develops adjacent
nent is zero X,-line) on a plane adjacent to the stepped wallto the sidewall, and the pedlabsolute valuepf the transverse
These limiting streamlines are used to identify the outer boundarglocity component«) develops in the same region. The results
of the primary recirculation flow regiorx(), and that is presented in Fig. 13 represent the velocity field on a plane adjacent to the
as dashed line in the figure. This boundary)( is determined by stepped wall ¥/S=0.01), and the color in that figure designates
the criterion that the streamlines on both sides of this boundatye magnitude of the mean transverse velocity componenof
line move in opposite directions: the streamlines upstream fratimat plane. Regions with positive and negative mean transverse
this line flow upstream toward the step, and the streamlines dowrlocity component can be easily identified in that figure. Lines
stream from this line flow downstream and away from the stejaentifying the locations wheréa) the mean transverse velocity
Sample of the streamlines that are used to determine the boundawgnponent is zerou(=0); (b) the gradient of the mean stream-
line (x,), by interpolation, are shown as darker lines in the figurevise velocity component is zer(m(l/ﬁy|y:0: 0, thex,-line); and
This boundary line X;,) is different from the zero mean stream-(c) the gradient of the mean spanwise velocity component is zero
wise velocity line k) for three-dimensional flow but they are(aw/ay|y:0=0, thex,,-line), are shown in this figure. The signifi-
identical to each other for the two-dimensional fl¢ive., at the cant spanwise flow that develop in the primary recirculation flow
center of the duct with a large aspect ratio region and in the region of the “jet-like” flow can be seen clearly

Distributions of velocity componentsv(and w) along the from that figure. The swirling flow, the spanwise flow, and the

X,-line, that are presented in Fig. 12, show a region close to thiet-like” flow that develop in this geometry adjacent to the
sidewall with positive mean transverse velocity component ( stepped wall make it very difficult to identify numerically and/or
That region is part of the sidewall recirculation flow region thagxperimentally a reattachment line/region that can be used for
develops in this geometry. The wall shear stress is zero only at ttede and apparatus validation.
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Fig. 8 Distributions of the velocity components on the planes
intersecting at the “jet-like” flow impingement location ylIs .
=0.01) (b) as a function of z/L at the x/S = 5.61 plane
Fig. 9 Distributions of the velocity components on the ylS

=0.4 plane
The two lines that have been identified in Fig. 11 adjacent to the

stepped wallone line identifies the location wher}m/ﬁy|y:0 is ) ) . . L
zero (x,-line), and the other line identifies the boundary of th@fimary recirculation region on the stepped wétie x,-line); and

primary recirculation regionx-line) as determined from the lim- () the Nusselt number is maximum (N, S'k(T,,— To), where
iting streamlinesto not identify the location of reattachment forTw IS the wall temperature), are presented in Fig. 14. A line iden-
this three-dimensional flow. This conclusion was reached frofifying the locations where the wall shear stress Is minimum s
examining the results presented in Figs. 12 and 13. These figud® Presented in this figure, but thg-line (dU(‘?y|y=0:0)* IS
ShOW that a region near the S|dewaiVl(<015) has a positive almOSt |dentlcal to thIS I|ne because the magmtudeﬁm/@y)z IS
mean transverse velocity componen) ( i.e., velocity is moving much smaller than that ofa(/dy)? in that region. These lines/
away from the stepped wall. Hence, the segments ofthine  regions can be located by using simulated flow and thermal fields
and thex,-line that are inside this region are not part of the reafind can also be measured. Any one of these lines can be used for
tachment line/region. Part of the boundary of the primary recircgode and apparatus validation. The easiest one of these to mea-
lation region §,-line) that is downstream from thg,-line de- sure, however, is the location where the gradient of the mean
velop from the “jet-like” flow impingement and that fluid ends upStreamwise velocity component is zeréu(dy|,—,=0) and for
flowing upstream toward the step as shown in Fig. 11. that reason it is recommended for use.

Lines designating the locations on a plane adjacent to ttaia lUSi
stepped wall y/S=0.01) where(a) the mean transverse velocity onclusions
component is zeroy(=0); (b) the mean transverse velocity com- Results from numerical simulations of three-dimensional lami-
ponent is maximungabsolute value of); (c) the gradient of the nar forced convection flow adjacent to backward-facing step in a
mean streamwise velocity component is ze&u/6y|y:0=0, the rectangular duct are used to examine the flow and heat transfer in
xg-line); (d) the gradient of the mean spanwise velocity compdhe neighborhood of the reattachment region. The impingement of
nent is zero gw/dy|,_o=0, the x,-line); (e) the boundary of the “jet-like” flow on the stepped wall is responsible for the maxi-
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Fig. 10 Limiting streamlines adjacent to the stepped wall, the
sidewall, and the upper flat wall

mum Nusselt number that develops in that region. The two-
dimensional flow definition for the reattachmem{line) and the
limiting streamlines definition for identifying the boundary of the
primary recirculation regionx,-line) were examined for possible
use in determining the reattachment line/region in this three-
dimensional flow. Unfortunately, neither one of these definitions is
appropriate for use in determining the reattachment line/region in
this three-dimensional flow. The strong spanwise flow that devel-
ops in both the negative and positive directions adjacent to the
stepped wall in the reattachment region makes it very difficult to

quantify from measurements or from simulations the location of X

the reattachment line. For that reason, the two-dimensional flow

Symmetry Plane

12

Re =400 Sidewall xISs

Fig. 11 Boundaries of the primary recirculation region on the

stepped wall
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Fig. 12 Distributions of velocity component (v) and velocity
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H = duct height downstream from the step
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Quasi-Steady State Natural

Convection in Laser Chemical

Vapor Deposition With a Moving
vwenzhang | Laser Beam

Department of Mechanical Engineering,
New Mexico State University,

Las Gruces, NM 88003 Numerical analysis of laser chemical vapor deposition (LCVD) of titanium nitride by a

moving laser beam is presented. The effect of natural convection due to temperature and
concentration differences in the gaseous mixture is modeled and implemented into thermal
model of LCVD by a moving laser beam. The problem is formulated in a coordinate
system that moves with the laser beam and therefore, the problem is a quasi-steady state
problem. The results show that the effect of natural convection on the shape of deposited
film is very insignificant for cases with a laser power of 300 W but becomes important
when the laser power is increased to 360 YWOI: 10.1115/1.1565088

Keywords: Heat Transfer, Laser, Mass Transfer, Natural Convection, Vapor Deposition

Introduction cludes the submodels of heat transfer, chemical reaction and mass
transfer. This model was employed to simulate LCVD of TiN
. - : films on a finite slab with stationary and moving laser beams. The
technology t_hat dlrec_tly creates three-dimensional parts fromr@sults showed that the effect of chemical reaction heat on the
Computer Aided DesigiCAD) [1,2]. The CAD data are trans- shape of the deposited film was negligible.
ferred to an STL(stereollthography forljnat:ompu.ter file, Wh'ch In LCVD, the spot on the substrate under laser irradiation is at
is then sliced to generate two-dlme_nsmnal sections of_ the wrtu@lvery high temperaturé&200 K or higher). Temperature gradi-
product. The physical product is built by layering tWo-gnsin the source gases will cause natural convection in the cham-
dimensional sectlpns of finite thickness. An extremely wide argyar The concentration of the gas mixture near the hot spot on the
of SFF technologies has been proposed for purposes of providiighsirate is affected by the chemical reaction taking place on the
physical three-dimensional renderings of CAD data. Howevegypstrate. Concentration differences in the chamber become an-
only a few have been extended to build structurally-sound parts @her driving force for natural convection in the chamber. For the
near full density. Almost always, the SFFtechnoI_ogl_es that fit ini9ase of LCVD by a stationary laser beam, Lee efal] con-
the latter group are powered by thermal fabrication of thregjyded that the effect of natural convection on the thin film depo-
dimensional objects from powders or gases. To produce fullition rate was negligible and the heat and mass transfer in the
functional structural components, gas based approaches to $fakes were dominated by diffusion. In the SALD process, the
such as Selective Area Laser Depositi@ALD) seem to be very |aser beam scans the substrate and the product of the chemical
promising[3—5]. SALD utilizes the Laser Chemical Vapor Depo-reaction forms a line on the substrate. These lines, formed by
sition (LCVD) technique, which can be based on reactions initmultiple laser scans, are subsequently interwoven to form a part
ated pyrolytically, photolytically or a combination of bo], to  layer. In order to thoroughly understand the effects of various
deposit the film at a desired location on the substrate. LCVD physical phenomena, including natural convection, on the SALD
also applicable on thin film coating and the growth of semicorprocess, natural convection during LCVD with a moving laser
ductor. beam is investigated in this paper.

A very detailed literature review on Chemical Vapor Deposition
(CVD) is given by Mahajari6]. The difference between LCVD .
and CVD is that only a very small spot on the substrate is heatg@ys'cal Model
by the laser beam and vapor deposition occurs only on the heatedhe physical model of LCVD under consideration is illustrated
spot in the LCVD process. Mazumder and K&i reviewed the in Fig. 1. A substrate made of Incoloy 800 with a thicknesh &f
theoretical and experimental aspects on LCVD up to 1995. Molecated in the bottom of a chamber. Before the vapor deposition is
recently, Duty et al. have thoroughly reviewed materials, modestarted, the chamber is evacuated and then filled with a mixture of
ing and process control of LCVEB]. Jacquot et al.9] proposed H,, N,, and TiC},. A laser beam moves along the surface of the
a thermal model of the SALD process using acetylengHgF as Substrate with a constant velocity, . The initial temperature of
the source gas. Various phenomena, which include heat condthe substrateT;, is below the chemical reaction temperature. Va-
tion in the substrate, chemical reaction during carbon depositid#r deposition starts when the surface temperature reaches the
and mass diffusion of acetylene in the chamber are taken iffBemical reaction temperature. The chemical reaction that takes
account. The effect of chemical reaction heat on the heat condi¥#ace on the top substrate surface absorbs part of the laser energy
tion of the substrate was also taken into account. The temperat@fél consumes the Tighear the substrate surface. A concentra-
of the gases was, however, assumed to be uniform and therefp® difference is therefore established and becomes the driving
heat transfer in the gas phase was neglected. Zhang and Falftigeé for mass transfer. The physical model of the LCVD process

[10] developed a very detailed model of the SALD, which inincludes: natural convection, heat transfer in the substrate and
gases, chemical reaction, as well as mass transfer in the gases.

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF The laser beam travels with a constant Velomw’ along the

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 23, 2002SUrface of the substrate, which is a typical moving heat source
revision received November 15, 2002. Associate Editor: K. S. Ball. problem[12]. If the substrate is sufficiently large compared to the

Solid Freeform Fabricatio(SFF)is an emerging manufacturing
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Moving Laser Beam For the substrate region, the thermal properties are those of
— "y Incoloy 800, the substrate material. For the gaseous region, the

thermal properties are determined by the individual thermal prop-

erties of B, N,, and TiCl, as well as their molar fractior[43].

The mass diffusivity of TiCJ in the gas mixture is determined by

v the Stefan-Maxwell equatiofiL3] using the binary diffusivity of

TiCl, with respect to all other species, which is calculated using

Hotspot vy the hard sphere modgl3].

7 The source term in Ed5) deals with the effects of laser beam

- heating and chemical reaction. The source term will be zero ev-

- erywhere except at the substrate-gas interface under the laser spot.

2 The heat flux at the substrate surface due to laser beam irradiation

/ * and chemical reaction is expressed as
e
2Pa, p[ 2(x%+y?)
= ex —_

z

—e0(T*=T5)— prinAH a0
eo( ») = PTIN Rt

q’ 2
Mo

2
ar
Fig. 1 Physical model of laser chemical vapor deposition 0
z=h )
wheredé/dt is the deposit rate, For a chemical reaction in the
diameter of the laser beam, which has an order of magnitude @fer of unity, the deposition rate is expressedlay

103 m, a quasi-steady state occurs. The system appears to be in ds  m K E
steady state from the stand-point of the observer located in and go_ M _ ¥YmPo D(‘ )Cs @)
traveling with the laser beam. By simulating LCVD with a mov- dt  pmwn prN RuTs

Ing 'as.ef be"’?m in the moving coordinate system, the Qompu(ﬁﬁerecs represents the concentration of TjGlt the surface of
tional time will be substantially shortened, making possible NYhe substrate. The constaltty, in Eq. (8) is defined as
merical simulation for a significant number of cases. ' ' '

Since the temperature of the substrate undergoes a significant Ko=(Cy)i(Cn.)HK (8a)
change under laser irradiation, the constant thermal properties as- 2 2!
sumption does not app[@—11. Heat transfer in the substrate andrhe coefficienty;, in Eq. (8) is sticking coefficient defined as
gases is modeled as one problem with different thermal propertjag]
in each region. In the substrate region, the velocity is set to zero in

the numerical solution. The advantage of modeling the heat and 1 T<T,
mass transfer problem in the substrate and the gases as one prob-
; T =3 1+ (Tpy— - <Ts<
lem is that the temperature distribution in the substrate and gases YN (M= TI/(Tu=T)  Ta=T<Tu (8b)
can be obtained by solving one equation, and the iteration proce- 0 T>Ty

dure to match the boundary condition at the substrate-gas inter-. . .
face can therefore be eliminated. Since the model geometry{gich means that the product of chemical reaction can be fully
symmetric about thez plane, only half of the problem needs to b tuck on the substrate only if the surface temperature is below

investigated. For a coordinate system moving with the laser beam I]': thhe SL_”falce temperature i? bstwe‘é,q_ al?dTM ,kthe pLOd' b
as shown in Fig. 1, the laser beam is stationary but the substrdfg Of chemical reaction can only be partially stuck on the sub-

and the chamber move with a velocityu, . The heat and mass strate. No product of chemical reaction can be stuck on the sub-
transfer in the substrate and gases are modeled with the followi te if the s_ut_)strate surface_ temperature is hlgherTlﬂ,anThe
sticking coefficient model defined in E(8b) has been applied to

equations: model volcano-like profiles of deposited film for LCVD with sta-
du  dv IwW tionary laser beam and the agreement with experimental results
X + W + oz =0 1) were satisfactory10,14]. The values of , and Ty, are chosen to
be 1473 K and 1640 K, respectivdly4].
gu  du  4u 1 9p #u  d*u % The LCVD problem under investigation is steady in the moving
u-xtv v VT T o T ae + a2 +-2] (2 coordinate system and therefore, the deposition heigfis, not a

function of time. The scanning time is translated into the spatial

v v D) 14p Pv v G variablex by
Ut =W == — =t o+~ + - (3)
ax oy oz pay \oxZ oy oz dx
oy ow  aw  1ap [Pw  Pw  Pw at U ©)
U—F0——F+W—=———+V| -+ +—
ox oy dz  poz ox2 " ay? ' oz

Substituting Eq(9) into Eq. (8), an equation concerning the pro-
—gB(T—-T.)—9gB(C—-C.) (@) file of the deposited film can be obtained.

d(uc,T)  d(vc,T)  d(we,T dé nK E

p( ( p )+ (v p )+ ( p ) _=_7T|N 0 F(_ )CS (10)
IX ay iz dx UpPTiN R.Ts
J oT J oT d( oT In order to use Eq(7) to determine the source term in E§), the
= o Ko T 7y k@ +—|k=;]*S (5 heat flux is treated as an internal heat source in the grid near the
surface of the substrate, i.e.,

a(uC)  IwC)  AWC) (azc N 5°C . 7°C s (6 AxAv o

ox F gz o ey o) _daxay 9
y y AV Az (12)

whereB and B, are respectively the coefficients of thermal expan-
sion and concentration expansion coefficient, and the Boussinegaere,Ax, Ay, Az represent the dimensions of the control vol-
approximation is applied. ume cell in the substrate near its surface.
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The effect of the chemical reaction on the mass transfer is ac- 8000

counted for by a source term in E). The mass flux rate of P=300W —— Present
TiCl, at the substrate is expressed as u,=1.6mm/s L Analytical [18]
oo %7023
_ ds Mric, 1
m . = — —
Ticl, ~ PTIN G My 12) _
. . =< 4000

The source term in E(q6) is then expressed as (i

< Mric, AXAY Mg, K, E c .
=_ = —exp — —— z= ]
c AV My AzOP T RT.) S 2000
(13)
The boundary conditions of the velocities are 0 i i . . i . i
-0.008 -0.006 -0.004 -0.002 0.000 0.002 0.004 0.006 0.008
u=-u,, v=w=0, [x—x (14a)
x{m)
Ju ow . X . .
v=—=—=0, y=0 (14b) Fig. 2 Comparison between analytical and numerical solu-
ay dy tions for pure conduction
u=-—u,, v=w=0, y—® (14c)
u=-u,, v=w=0, z=0,° (14d)

outlined in Ref.[10] and will not be repeated here. The typical
number of iterations to get a converged solution is about 6000. In
T=T,, C=C; |x|—= (15a) order to accelerate convergence, the initial temperature and con-
centration distributions for a specific case can be set as the con-
JT  dC verged temperature distribution for a similar case, which results in
@: 9y =0, y=0 (15b) 4 reduction of the iteration number by 50%.
In order to simulate LCVD in the moving coordinate system,
T=T;, C=C; y—» (15c) the computational domain in theandy directions must be large
enough so that the effect of the computational domain on the
ﬂzo C=0. z=0 (15d) temperature and concentration distributions can be eliminated.
iz ' ' The calculations were carried out for a non-uniform grid of 82
nodes in thex direction, 42 nodes in thgdirection, and 82 nodes
(15€) !n thez directic_)n. Finer grid s_izes (12262><122) were a_Iso used
in the calculations, but the difference in the cross-sectional area of
the thin film over the present grid size is less than 2%.

The boundary conditions for Eq&6—6) are

JT  oC 0
—_——— o0
Jz 9z e

Numerical Solution

The problem under investigation is a conjugate natural convec- ] )
tion problem driven by temperature and concentration differencd3esults and Discussion

The governing equations are discretized using the finite volume|, o qar to verify the validity of the code, the calculation is
method [15]. The SIMPLEC algorithn{16] was employed to i,itially made with conduction only in the substrate with a moving
handle the linkage between velocity and pressure. Staggered giier heam. The conduction problem in the substrate is achieved

was used to discretize the solution domain. The pressure, tmpgjasetiing the thermal conductivity of the gas to zero so that there
ture, concentration, and all properties are stored on the main grid,

which is at the center of the control volume. The velocity compo-
nents are calculated at points that lie on the faces of the control
volumes. The convection-diffusion terms in the momentum, en-
ergy and concentration equations are discretized by an exponentia!
scheme. The resulting discretized equations are solved using the
ADI (Alternative Directional Implicit method. The underrelax-
ation factor for the velocity components is 0.5. Underrelaxation
for pressure is not needed in the SIMPLEC algorithm.

The governing equations are written for the entire domain that
includes both the substrate and gas. The velocity and concentra-
tion in the substrate region should be zero. The algebraic equa- 44
tions resulting from the control volume approach have the follow-

25

ing format ,

9 st

£
ap¢p:2 anpPnptb (16) & 0 2

By settinga,=10% in Eq. (16) at the grid point located in the ‘
substrate region for the momentum equations and the mass trans =~ 05| FAESS
fer equation, zero velocity and concentration fields can be 5 §
achieved[17]. In order to ensure that the velocity field is not 0.0

altered by the pressure correction, the pressure correction at the
points in the substrate region must be zero. The above technique is -0, 7
also applied to achieve zero pressure correction. The coefficients X (m) ; 0001

of the algebraic equations are altered before the algebraic equa-

tions are solved. The overall solution procedure is similar to thatig. 3 Shape of the deposited film  (P=300 W, u,=1.2 mmy/s)
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25 0.0015
—— with convection
—&— without convection
201 0.0010 -
1.5 4 0.0005 A
€
=
x —
1.0 £ 0.0000 -
B
0.5 1 -0.0005 -
0.0 T T T T T T — -0.0010 -
-0.0008 -0.0006 -0.0004 -0.0002 0.0000 00002 0.0004 0.0006 0.0008
y(m)
-0.0015 T : . . T
Fig. 4 Comparison of cross section (P=300 W, u, -0.0015 -0.0010 -0.0005 0.0000 0.0006 0.0010 0.0015
=1.2 mm/s) x{m)

(a)

is no heat conduction in the vapor phase. The steady state surface 0.0015
temperature obtained by numerical solution is compared with the
temperature distribution caused by a moving point heat source.
The temperature expression of a semi-infinite body with a moving 0.0010 1
point heat source i8]

0.0005 -
0.0015
£ 0.0000
>
0.0010 -
-0.0005 1
0.0005
-0.0010 -
£ 0.0000
>
-0.0015 T T v v T
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015
-0.0005 -
x(m}
(b)
-0.0010 A ) .
Fig. 6 Comparison of substrate surface temperature, Ts [K]
(P=300 W,u,=1.2 mm/s) : (a) with convection; and (b) without
0.0015 . . . . , convection
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015
xm)
(a) Pa, u(r+x)
Ts—Ti= exg ———— 17
s U 2mkr 2a (17)
0.004 In order to simulate conduction in the substrate subject to a mov-
ing point heat source, the heat flux at the substrate surface due to
laser beam irradiation is expressed as
0.002 - Pa,
0.08 5 [=<TIg
q"'=4 7o , z=h (18)
E ] 04 0 0 r>r
£ 0.000 o 004 002 0

where the moving heat source is assumed to be topeimifiorm
distribution) instead of a Gaussian distribution because the latter
results in the energy spread in a large spot. Effects of surface
radiation and chemical reaction on the surface heat flux are also
neglected in Eq(17) in order to simulate pure conduction in the

-0.002 -

-0.004 1 substrate.
i The surface temperatures obtained by both methods are plotted
0.004  -0.002 0000  0.002 0.004 in Fig. 2. The radius of the moving laser beamrig=1.41
() X 10~ % mm, which is_, very small ir_1 order_ to simulate condu_ction
(b) in the substrate subject to a moving point heat source. It is seen

that the overall agreement between the two solutions is very good
Fig. 5 Contour of velocity component, ~ w[m/s] (P=300 W,u, except at the locations near=0. This discrepancy of the two
=1.2mm/s): (a) z=0.0052 m; and (b) z=0.0081 m results is due to the nature of the heat source modeled in the
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0.0065 25
—— with convection
—&— without convection
0.0060 - 2.0 4
750
0.0055 | 1.5
=
A
—_ b3
£ 0.0050 | 1.0 4
N
900
0.0045 0.5
750
0.0040 0.0 o T T T T T —%
-0.0008 -0.0006 -0.0004 -0.0002 00000 0.0002 0.0004 0.0006 0.0008
y(m)
0.0035 T v g v f
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015 Fig. 8 Comparison of Cross section (P=300 W,
x(m) up=1.6 mm/s)

(a)

chemical reaction is taken to lie=51.02 kJ/mol. The total pres-
sure in the chamber is 207 torr and the partial pressure of titanium

0.0065 ™ tetrachloride is 7 torr. The partial pressured\afandH, are the
same. The initial temperature of the substrate and gas is 338 K.
The concentrations of different species can be obtained by using
0.0060
0.0015
0.0055 -
0.0010 -
£ 0.0050 {
N
0.0005 -
0.0045 A
€ 00000
0.0040 - 900
-0.0005
0.0035 : . . ¢
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015
x(m) -0.0010
(b)
Fig. 7 Contour of temperature, T [K] (P=300W,uy 0.001 j 10 0.0015
=1.2mm/s, y=0): (a) with convection; and (b) without -00015 -0.0010 -0.0005 00000 0.0005 0.0010 0
convection x(m)
(@
analytical and numerical solutions. The analytical result is for the
temperature distribution caused by an infinitesimal heat source at 0.004 1
x=0, while the numerical temperature distribution result is for a '
finite size heat source. Considering the different models, the
agreement between the numerical and analytical solutions is very
good. 0.002 A
Numerical simulations of LCVD process are performed with oo
parameters similar to those in RéfL0], [14]. The radius of the _
laser beam is very small compared with that of the chamber and £ 0.000 o0 004 002 0.00
therefore, the LCVD problem can be modeled as LCVD on a oth
substrate with infinite length and width. The validity of this as- ook
sumption, of course, depends on the actual size of the substrate ;490 | ‘
On the other hand, it allows obtaining quasi-steady state solutions
and conducting a parametric study. The computational domain
(the size of the chamberused in this paper is 0.5%5 0.004 -
X 0.125 n? (xXyXxz) to ensure that the effect of the computa- -
tional domain on the temperature distribution and deposited film

can be eliminated. The thickness of the substrate is 5 mm and the
bottom of the substrate is assumed to be adiabatic. The radius of
the laser beam, which is defined as the radius where the laser
intensity is 1/& of the intensity at the center of the laser beam, is

-0.004

-0.002

0.000
x(m)

(b)

1.0x10 2 m. The absorptivity of the laser beam at the substratgyg. 9 Contour of velocity component,
surface is taken to be 0.43,19]. The activation energy of the =1.6 mm/s) : (a) z=0.0052 m; and (b) z=0.0081 m
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0.002

0.004

w [m/s] (P=300 W, u,
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0.0065 4
with convection
. — without convection
0.0060 -
609
0.0055 - -
E
2
w0
E 0.0050 v
N i
0.0045 4
750
0 T T T T T T T
0.0040 -0.0008 -0.0006 -0.0004 -0.0002 0.0000 0.0002 0.0004 0.0006 0.0008
y(m)
0.0035 ¥ " " ' ' 0015 Fig. 11 Comparison of cross section (P=360 W,
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 O. uy=1.2 mm/s)
x(m)
(a)
0.0065
0.0015
0.0060 -
0.0010 -
0.0055
= 0.0005 -
£ 0.0050 -
N
€ 00000 {
0.0045 =
-0.0005
0.0040 -
-0.0010 -
0.0035 . . : . .
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015
x(m) -0.0015 . . . . T
(b) -0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015
x(m)
Fig. 10 Contour of temperature, T [K] (P=300W,u, (a)
=1.6 mm/s, y=0): (a) with convection; and (b) without -
convection
0.004 -
ideal gas law. With the conditions specified above, the constant
Ko, as defined in Eq8a), is 8.4 m/410]. Chemical reaction heat, 0.002 4
AHg, as determined by using JANAF thermochemical tables ’
[20], is 5.379X.0° J/kg.

Figure 3 shows the shape of the deposited TiN film obtained by £ o
using a laser power of 300 W and scanning velocity of 1.2 mm/s. = 0.000 1 1
It can be seen that the cross sectional area is not a functioatof
locations in the wake of the laser beam. The growth of the thin
film only occurs in the spot directly under the laser beam irradia- -0.002 -
tion. Figure 4 shows a comparison of the cross-section of the thin
film predicted by models with and without convection. The depos-
ited TiN film thicknesses obtained by models with and without -0.004 1
convection are very similar: the difference at the top of the thin
film is only 0.09%. Figure 5 shows the bulk velocity component " " y ' oa
in the z direction at different heights, which are chosen so that the -0004 0002 0000 0002 O
characteristics of fluid flow induced by chemical reaction and x(m)
natural convection can be observed. Since the chemical reaction (b)
takes place on the hot spot of the substrate under laser irradiation,
gases flow toward the hot spot due to consumption of [TiClFig. 12 Contour of velocity component, w [m/s] (P

Therefore, the velocity component in thelirection is negative at =360 W,u,=1.2 mm/s) : (a) z=0.0052 m; and (b) z=0.0081 m
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0.0065

0.0060 1

0.0055

2(m)

0.0050 -

0.0045 -

0.0040

0.0035

x(m)

(@)

-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015

0.0065

0.0060

0.0055

0.0050 -

z(m)

0.0045 1

0.0040 -

750

0.0035

Fig. 13 Contour of temperature,

x(m)

(b)

-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015

T [K] (P=360W,u,

=1.2mm/s, y=0): (a) with convection; and (b) without
convection
4
with convection
—_— > — without convection
3 -
E 2 —e—e—
b5 ‘8 "\

0 T T T
-0.0008 -0.0006 -0.0004 -0.00f

Fig. 14 Comparison of
=1.6 mm/s)
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T
02 0.0000 0.0002 0.00

y(m)

cross  section

04 0.0006 0.0008

(P=360 W, u,,

0.0015
0.0010 -
0.0005 -
£ 0.0000 |
>
-0.0005 -
-0.0010 -
-0.0015 v - T T .
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015
x(m)
(a)
0.004 1
0.002 -
70408
0.10
E 0.000 O 006 004 0.02 0.00
> 0.42
008
0.10
-0.002
-0.004 4
-0.004  -0.002 0.000 0.002 0.004
x(m)
(b)
Fig. 15 Contour of velocity component, w [m/s] (P

=360 W,u,=1.6 mm/s) : (a) z=0.0052 m; and (b) z=0.0081 m

z=0.0052 m, which is at a height 0.2 mm above the top of the
substrate surface. The contouneft this height is nearly circular
even though the entire system moves with a velocity-of, . At
another heightz=0.0081 m, the velocity component in taeli-
rection near the center of the laser beam is positive due to natural
convection. The region affected by natural convection at higher
locations is also significantly larger than that at the lower location,
which is due to increase of the horizontal cross-sectional area of
the plume formed by heating of the small area of substrate. The
location with high velocity is shifted toward the negatixvélirec-

tion since the entire system moves withu,, in the moving coor-
dinate system. Figure 6 illustrates the surface temperature contour
on the top of the substrate. The isotherms on the top of the sub-
strate for the models with and without natural convection are al-
most the same, which means that natural convection has very little
effect on substrate surface temperature. As a result, the effect of
natural convection on the cross sectional area of the deposited film
is negligibly small as indicated in Fig. 4. The temperature contour
at y=0 is shown in Fig. 7. It is seen that the isotherms in the
substrate regionz<0.005 m) are almost the same for the cases
with and without convection. On the other hand, the isotherms in
the gaseous region are slightly shifted down for case with convec-
tion because the velocity component in thdirection near sub-
strate surface is negative.
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0.0065 groove exists on the top of the deposited film because the larger
laser power causes the top surface temperature of the substrate, in
some points, exce€l,,, above which the product of the chemical
reaction can not be fully stuck on the substrate surfddd. The
groove is deeper for the case without convection and the effect of
natural convection makes the groove shallower. This effect of
natural convection on the shape of the deposited film can be ex-
plained by the fact that natural convection makes the surface tem-
perature more uniform. However, the overall cross sectional areas
for the cases with and without natural convection are almost not
affected by natural convection. The velocity components inzthe
direction at different heights fd?=360 W andu,= 1.2 mm/s are
shown in Fig. 12. The velocity a=0.0052 m for the case d&?®
=360 W is doubled compared to that Bf= 300 W because more
gases are consumed due to chemical reaction. The diameter of the
heat affected zone for a laser power of 360 W is about 20% larger
then that for a laser power of 300 W. The increase of the velocity

0.0035 : . . - - . ; .

-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015 atz=0.0081 m by increasing laser power is not as much as that at

z=0.0052 m. For larger laser power, the region affected by natu-

0.0060

0.0055 {

z(m)

0.0050

0.0045

0.0040

x{m) ral convection is larger and is shifted to the negativéirection.
(a) The comparison of the temperature contouy &0 is shown in
Fig. 13. The effect of natural convection on the temperature con-
0.0065 tour is more significant for the case of larger laser power.

Figure 14 shows predicted deposited TiN film thickness with a
fast scanning speed of,=1.6 mm/s keeping the laser power at
360 W. It can be seen that the thickness of the deposited thin film
is reduced by about 30% and the top of the film is nearly flat.
There is notable difference between shapes of cross-sections ob-
tained by using models with and without natural convection,
which means natural convection still plays an important role for
fast scanning. Figure 15 shows the velocity components irzthe
direction at different heights. The shapes of the contours are very
similar to the case ofi,= 1.2 mm/s, except the contours for both
heights are slightly shifted to the negatixelirection due to the
higher scanning velocity. Figure 16 shows temperature contours at
y=0. Note that the contours are shifted to the left compared to

0.0060

0.0055

0.0050

z(m)

0.0045 1

0.0040 - 600 that at the lower scanning velocity.
Conclusions
0.0035 . . : . . o o
-0.0015 -0.0010 -0.0005 0.0000 0.0005 0.0010 0.0015 Natural convection in the LCVD of TiN films on a substrate
X(m) with a moving laser beam was investigated numerically. The re-
(b) sults show that the effect of natural convection on the shape of

deposited films is negligible for a laser power of 300 W. When the
Fig. 16 Contour of temperature, T [K] (P=360W,u, l|aser power is increased to 360 W, a groove is observed on top of
=1.6mm/s, y=0): (a) with convection; and (b) without the thin film and the effect of natural convection on the shape of
convection the cross sectional area becomes important. The velocity compo-
nents in thez direction are negative at the locations near the sub-
strate surface under laser irradiation because the chemical reaction
Figure 8 shows predicted TiN film thicknesses with the san@nsumes TiGl at the surface. At the locations far from the sub-
laser power P=300W) but a fast scanning velocity af, Strate surface, the velocity component in théirection near the
=1.6 mm/s. The peak thickness of the deposited thin film is 30¢gnter of the laser beam becomes positive due to natural convec-
smaller than that fou,= 1.2 mm/s because the time for any giveriion driven by the temperature gradient in the gases. Natural con-
spot exposed under laser irradiation is shorter and also the highegstion has very little effect on the temperature contours near the
surface temperature of the substrate is lowered by 22 K. Similarhet spot under laser irradiation.
the case ofi,= 1.2 mm/s, the results obtained by models with and
without convection are very similar. The velocity components inNomenclature
direction at different heights are shown in Fig. 9. The contours are )
similar to the case ofi,=1.2 mm/s but the contours for both ~ C = concentratior{kg/n)
heights are slightly shifted to the negatixalirection due to the Cp = specific heatd/kgK)
higher scanning velocity. Figure 10 shows the temperature con- D = mass diffussivitym®s)

tour aty=0, which is qualitively similar to that at the lower E = activation energykJ/mol)
scanning velocity. However, the contours are shifted to the left N = thickness of the substraten)
compared to that at the lower scanning velocity. k = thermal conductivity W/mK)

A comparison of cross-sectional areas obtained by models with K; = Arrhenius constant
and without natural convection is shown in Fig. 11, wherein the M = molecular weightg/mol)
scanning velocity is the same as that in the case of Fig. 4, but the m = mass flux(kg/mz)
laser power is increased to 360 W. Compare to the case of 300 W, P = laser powerW)
the film thickness is doubled and the width of the film is increased p = pressurgPa)
by 15%. Another phenomenon that can be observed is that a q” = heat flux(W/m?)
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N<xScSc AL

radius of the laser beaiim)

universal gas consta8.314 kJ/kmol)
source term in the energy equation
source term in the mass transfer equation
time (s)

temperaturgK)

velocity component irx direction(m/s)
velocity component iry direction(m/s)
velocity component ire direction (m/s)
coordinate in length directiofm)
coordinate in width directiorim)
coordinate in height directiofm)

Greek Symbols

diffusivity (m?/s)
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| | Mist/Steam Heat Transfer
e | With Jet Impingement

Energy Conversion aqd anservation Center,
e | Onto a Goncave Surface
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Internal mist/steam blade cooling technology is proposed for the future generation of

e-mail: leo.gaddis@ces.clemson.edu Advanced Turbine Systems (ATS). Fine water droplets abpmt Svere carried by steam
Department of Mechanical Enginegring, through a slot jet onto a concave heated surface in a confined channel to simulate inner
Clemson University, surface cooling at the leading edge of a turbine blade. Experiments covered Reynolds

Clemson, SC 29634-0921 numbers from 7500 to 22,000 and heat fluxes from 3 to 21 RVResults indicate that the

cooling is enhanced significantly near the stagnation point by the mist, decreasing down-
stream. Unlike impingement onto a flat target where the enhancement vanished at six jet
diameters downstream, the cooling enhancement over a concave surface prevails at all

Ting Wang

e-mail: tvang@uno.edu

Energy Conversion and Conservation Center, points downstream. Similar to the results of the flat surface, the cooling enhancement
University of New Orleans, declines at higher heat fluxes. Up to 200 % cooling enhancement at the stagnation point
New Orleans, LA 70148-2220 was achieved by injecting approximately 0.5 % of migROI: 10.1115/1.1561813

Keywords: Mist Cooling, Enhanced Heat Transfer, Impingment Jets.

Introduction sociated low rates of heat flow. Goodyer and Water$&jrcon-
. - . . idered mist/air impingement for turbine blade cooling at surface
To improve the overall efficiency of gas turbine engines, the R
turbine inlet temperature and compressor pressure ratio are CB‘?P?pefa“?res above GOQ C. They suggested that the heat transfer
as dominated by partial contact between the droplets and the

tinuously increasing for the next generation of gas turbine sys- . - .
tems. As a result, even with the potential advancement of futu [get surface, during which the droplets vaporized at least par-

i : . .~ ; - Tially. A vapor cushion and the elastic deformation of the droplets
high-temperature materials, highly efficient gas turbine englng%re responsible for rejecting the droplets. Additidr6® water

r ntin r mperatures much higf ) . ;
are expected to continue to operate at temperatures muc I%\/as found to improve the stagnation point heat transfer by 100 %,

than the allowable metal temperature of the turbine airfoi 2 fiminishi p the st i int. Droplet si
which, in turn, makes effective cooling of the airfoils essential. 2/MiNISNING away irom e stagnation point. Lroplet size was
found to have little effect for 3gm<d3,<200um.

With recent adoptions of closed-loop steam cooling by two m .

jor gas turbine manufacture(8annister and Littlé1]; Mukavetz _Yoshida et al[7] focused on the effect on turbulent structure
[2)) for heavy-frame Advanced Turbine Systed§'S), a major W'th a suspension Of. Spm glass beads. In the impinging jet
part of the external cooling load will be replaced by internal steaff9i0n: the gas velocity decreased due to the rebound of beads,
cooling. Generally, the internal heat transfer coefficient is requirdfcompanied by an increase in the normal direction velocity fluc-

to be in the range of 800020000 W/nd K to replace the cooling tuations. In the downstream region the effect was slight. The Nus-

oo : S elt number was found to increase by a factor of 2.7 for the rela-
load currently shared by external air-film cooling. Liquid watef.l]ver high mass flow ratiosolid/gas)of 0.8.

can achieve this goal easily, but problems with instability whe . ; . .
boiling occurs have discounted its chances. With the availability BUYVich and Mankevicti8,9] modeled the particles in the
of steam from the bottoming cycle of a heavy-frame ATS, misf!iSt @s liquid discs separated from the wall by a vapor layer
steam cooling has been introduced by this research group ayr%os_e thickness is that of the wall roughness. A critical impact
potential means to significantly enhance the internal cooling f'°¢IY W”‘clls |d§nt|f|ed tl_o getr:ermln%v%hetr:jelr a droplet rebounds or
turbine airfoils. The advantages and reasons of using mist/ste dapture 'dT €y applie _the model to dilute mist impingement
cooling, a comparison of mist/air and mist/steam cooling, and22d "eporte a:jgreement wit de_xgeélrrf]ent. . d rebound of
review of previous related studies have been presented by Guduiimoto and Hattg 10] studied deformation and rebound o
et al.[3] and are not repeated here. a water droplet on a hlgh-temperayure \_Nall. For Weber numbe_rs
Basically, the concept of using mist/steam cooling to enhani%lo t% 60, they c((j)mpuéed Lhe déstgrtlorr:s of ths dropletlashlt
cooling effectiveness is based on the following features discusdégfiened. contracted, and rebounded. They used a simple heat
by Li et al. [4]: (a) single-phase heat transfer improved by ingransfer. mo_del to conflrm.that surface tension dominates vapor
creased mixing induced by particle dynamics, additional momeﬂ'flod.UCtIon f'n the rebqundlngdprocess. Hatta e]l(:b]r;] ggve Icor- i
tum and mass transfer induced by evaporation of liquid dropl aélons o bcontact time and contact area of the droplet wit
on/near the wall, and increased specific héat,the quenching V/EREr NUMDEr. . .
effect of mist in the superheated boundary layer resulting in aNlrmaIan et al[12] gonducted an experlme.ntal study of turbine
steeper temperature gradient near the wall, @hthe direct wall- V&N€ d heqt(jtraﬂsfer with v(\;a:)er-slr mist coollng.llvgaterl washpres-h
to-droplet heat transfer during impact releasing the latent heattred Inside the vane and broken up into small droplets throug
evaporation. many cpollng holes on an inner wall inside the vane and impinged
Wachters et al[5] considered the impact of droplets about 66" t.h.e inner S'.de of the vane’s outer wall, Thelr regults showed
m onto a heated surface at velocities in the range of 5 m/s. Thignificant cooling enhancement using water/air mist jets, but they
investigation focused on identifying conditions under which imfound the jets are difficult to control and resulted in nonuniform

inging droplets would maintain the spheroidal state and the &¥€rcooling over the target surface.
pInging P P Guo et al[3,13]studied the mist/steam flow and heat transfer

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF in a straight tube under highly superheated wall temperatures. It
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 28, 2002Was found that the heat transfer performance of steam could be
revision received November 12, 2002. Associate Editor: C. Amon. significantly improved by adding mist into the main flow. An av-
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<«—— Water Flow
<3— Steam Flow
<®— Mist/Steam Flow

enhancement of 200 % was achievedhwit % mist. Guo et al.

[14] performed an experimental study on mist/steam cooling in a

highly heated, horizontal 180° tube bend with the same experi- .
mental facility as above. Due to the effect of centrifugal force, the

Water Line

erage enhancement of 100 % with the highest local heat transfer Stean Line

outer wall of the test section always exhibited a higher heat trans- Regulator (S s

fer than the inner wall. However, the inner wall exhibited higher Q]':I

heat transfer enhancement than the outer wall in most cases. The Relief Valve (5 Steam Filter
highest enhancement occurred at about 45° downstream of the v; o

inlet of the test section. The overall cooling enhancement of the
mist/steam flow ranged from 40 % to 300 % with maximum local
cooling enhancement being over 800 %.

Li et al. [15] reported results of a mist/steam slot jet impinging
on a heated flat surface. They concluded that stagnation point heat
transfer could be enhanced over 200 % by the addition of 1.5 %  [__Iwater Fiteer
mist. The mist enhancement was found to decline to near zero by
five slot widths downstream. Li et gl16]compared the results of
a slot jet and a row of discrete jets with equal mass flows. The
comparison indicates that the slot achieves less cooling effective- &2
ness in steam-only flow but produces superior cooling enhance- wer Line
ment in mist/steam flow

If jet impingement cooling on turbine blades is employed, it is Fig. 1 Schematic diagram of experimental system
likely that the region will be the inner surface corresponding to
the external stagnation regidor leading edge of a blagleThis . o .
region will have the highest amount of thermal challenge. Tffé)ncave_surface. Itis constructed similar in detail to the flat sur-
concave target surface will be characteristic of this region. A cofce of Li et al[15]to provide the most straightforward compari-
cave surface is known to cause flow instability within a boundagP" and the easiest and most basic isolation of the curvature
layer (Rayleigh[17]). Any fluctuation of fluid velocity will be effect. A 7.5-mm wide slot I_ocated in a surface having inner
amplified and result in more mixing. Studies have also been capirvature of radius 57 mm directs flow onto the heated surface
ducted on single-phase jet impingent with concave target surfat@cated 22.5 mm away. The outéreated surfaceradius of cur-
Hrycak[18] studied heat transfer and flow characteristics of ga¥ature is 57.0+22.5=79.5 mm. The depth of flow channel be-
eous jets impinging on a concave hemispherical plate. He discd/€€n the flat sidewalls is 100 mm. Five polished heater surfaces
ered that the total heat transfer on the concave surface is higREgformed to fit the curvature are arranged electrically in series
than that corresponding to a flat surface. Metzger et1fl] con-  t© afford the electrical heating by a DC power supply capable of
ducted an experiment of impingement cooling on concave sype0 A- Thin processed mic&Cogebi)sheets are used to insulate
faces with lines of circular air jets. They reported that the lines ¢f€ heater backside from the thermocouples and from the adjacent
circular jets impinging on concaves surfaces produced higher h8&@ter. The mica is trimmed flush with the heater surface after
transfer coefficients than comparable two-dimensional jets iffiStallation to provide a smooth joint between the segmented
pinging on plane surfaces. heaters. o ) ) )

Regarding droplets in the flow, the effect of concave curvature The test section is arranged with the sidewalls level with the
will cause acceleration in the flow so that droplets tending to | rth. Flow is admitted downward along the axis of the inner
will be forced toward the surface. Thus, it is anticipated that tHeY/!inder that contains the slot. The inner cylinder is allowed to
augmented mixing on a concave surface could enhance coollf@y€ & tiny gap with the bottom plate to pass any liquid which
more than its flat counterpart. Also, mist droplets in flows havin(;};ouId accumulate but which should not pass a significant amount
curvature are constantly being accelerated toward the curve certeyapor. Flow exiting the semi-cylindrical heater is collected and
and the natural lag will result in the particle drifting toward thassed to the condenser. Provisions are made to drain any liquid
surface. Particle drift into the heated surface will increase tAEM the apparatus. Different from the flat-wall case, in which the
primary mechanisms responsible for enhancement. To simul$gst Section can be assessed by laser beams through Pyrex win-
the turbine airfoil leading edge cooling, this paper extends predoWs on the side walls, no optical penetrations were made in the
ous studies of mist/steam impinging jet cooling from a flat surfad¥€Sent test section.
to a concave surface. Instrumentation

To Drain

Flow Meter

Atomizer

(O Jo—

Power
Supply

Cooling Water

ﬁCondensﬂ

To Drain

Experimental Facility Temperature MeasurementAll temperatures are measured by
Omega 30-gagéabout 0.25 mm in wire diameteiChromega/
Experimental System. The overall experimental system is
shown in Fig. 1, which consists of four subsystems: steam system,
water system, atomizing system and test section. The steam sys- Ay A-A Section
tem supplies the main steam flow used in the experimental study. '
The high-pressur¢about 8 bar)steam extracted from the steam
pipeline existing in the building becomes clean and dry saturated
steam after passing through a strainer, a pressure regulator, a desu
perheater and a filter. The saturated steam at about 1.5 bar ther
enters the mixing chamber and mixes with the mist from the at-
omizer system. The mist/steam flow enters to the test section
through a flexible silicone tube and exits to a condenser. Water at
68 bar and 15°C supplies the atomiddtee Industries Ing.to
produce droplets with an average diametf,( about 10um. In

this investigation four nozzles are operated together to provide ] A
mist.
Figure 2 shows plan and profile views of the test section with Fig. 2 Details of test section
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Alomega(K type) thermocouples with braided fiberglass insula- Table 1 Results of uncertainty analysis
tion. A data logge{FLUKE Model 2250 is used to monitor and

record the temperature. The thermocouples, along with the daja Nominal Nth-order Largest
. . . esultants Value Uncertainty( percent) Source

logger, were calibrated against a standard Resistance Temperature

Device (RTD) system for nominal temperature uncertainty of m,/m; 0.5x10°? 40 At

0.3°C. To measure the temperature distribution on the heated sur-Re 15300 | 1.65 Mes

face, thermocouples are strategically placed at the stagnation pointd 21635'34\(/5)/\//2[1) 2-;‘? xshum

and atabout 1, 2, 3, 4.5, 6, 8, and 10 slot widths away from the jet (16'1“ ) 6.50 shunt

shunt

center. The temperature at the inlet of the test section and the
temperature of water for the atomizer are also measured.

Flow Rate and Others. The heating power to the test section
is obtained from the current and the resistance of the heaters in ihehe heating current of the power supply. For the flow rate,
test section. The current is given by the voltage across the pregithough the uncertainty for the steam phase is very small, the
sion shunt(with a resistance of 1.333810 % Q) of the power mist concentration has a large uncertainty, as much as 40 %, and
supply. The voltage across the test section is measured directlytbg largest source ist (sampling time). The enlarged uncertainty
a voltmeter. Pressure gages before and after the steam filter irficurs as a result of subtracting the mist-free condenser flow from
cate the pressure of the steam. The mist liquid flow is measuredtbg mist-laden condenser flow. The uncertainty of Reynolds num-
flow meter. The exiting steam is condensed and measured igr is not large and has main sources of steam viscqsityand
catch-and-weigh as are drainages from the mist-steam mixer, frim@ slot dimension. The detailed uncertainty analysis is docu-
the tube supplying the test section, and from the bottom of the tégented by Li[22].
section itself.

_ . . Experimental Results and Discussions
Data Reduction and Uncertainty Analysis It was known from prior testingGuo et al[13]) that the aver-
Heat Transfer Coefficient. For jet impingement, the heat2d€ droplet size distribution of the free jet is aboutid. As the

transfer coefficient is usually defined as (subcooledydroplets are mixed in a chamber with saturated steam,
they grow as a result of warming to saturation, but many droplets

q"(x) encounter the walls and stick. Larger droplets are systematically

h(x)= TW(X—)—TJ (1) removed in this process so the remaining mist stream has a droplet

) ) size distribution averaging 8m. As the mist travels down a tube
whereq” is the wall heat fluxT,, is the local wall temperature, to enter the test section the droplets are further changed to an
andT_,- is the temperature of the jet. The steam saturation tempegrerage size of 3.2um (Li et al. [15]). In the curved wall test
ture is taken as the jet temperature for the current study. TBgction, there is an abrupt turn within the test section as the flow
wall temperatures are measured by thermocouples electrically #htering the cylinder turns by a right angle to pass the (sle¢
sulated by mica at the backside of the heater. Since the tempetgy. 2). This maneuver results in the capture on the plenum
ture drop across the heater is less than 1 % Wf<T)), the syrfaces of a substantial portion of the mist and results in a selec-
temperatures of the thermocouples are directly used as the Wglb reduction of larger particles. The mist mass flow rate entering
temperature. ) o the test section is calculated by mass balance of the entire flow

The _heat flux is obtained from the .pOWer divided by the aregysteml However, without provision for OptldﬂDPA) measure-
assuming the heater has a uniform thickness and has uniform Gdent as it was done in the flat wall test section to crosscheck
rent density. The heating power is obtained from the electricgle mist flow rate, the uncertainty of the mist mass flow rate is as
resistance of the heater components and the current passif¢h as 40 %. The mist addition was limited in the current tests to
through the heater as follows. about 0.5 % of the vapor flow, where the flat surface tesftiri]

q'=12¢/ 5B2 (2) Wwas conducted with 1.5 % to 3 % mist mass fraction.

where | is the current passing through the heater &risl the ~ Typical Heat Transfer Result. Figure 3(a)shows a typical
resistivity of the heater materials. The quantitiéand B are the distribution of wall temperature at a fixed value of flow rate. The
heater thickness and width, respectively. Calculation by this eqUaeynolds number, 7500, is based dn the hydraulic diameter of
tion avoids measurement error of the heater length and of tAdong(100 mmslot of width 7.5 mm. The heat flu@350 Wi/nf)
voltage across the test section due to contact resistance. In ihéhe lowest of three values tested at this Reynolds number. On
current design, the supporting block for the heaters is ceranie figure are the temperature distributions for steam alone and
with low thermal conductivity and it is surrounded by saturategtéam with 0.5 % mist by mass. The temperature is lowest at the

steam. A simple one-dimensional heat conduction model is usedst@gnation point, rising to a maximum value at about 8 slot widths

processing. to the saturation temperature of about 103°C, the mist is shown to
In [15]the trend of heat transfer for pure steam vapor on the fli@duce the wall temperature excess superheatjrom about 25
surface followed the form given in Eq3). deg to about eight deg at the stagnation point. Farther downstream
5 o4 the mist effect wanes but never vanishes.
Nu,=0.069 R&">Pr* ©)) Figure 3(b)shows the results in terms of a heat transfer coeffi-

The power for Reynolds number can range from 0.5 to 0.8 for jgtent,h, defined for both single phase and mist flows according to
impingement heat transfébowns and Jame20]). The trend of Ed: (1) In the flat wall tesf15]at the same Reynolds number and
Eq. (3) is compatible with the results observed herein and is usé Same heating rate, the impingement point heat transfer of
to correct the flow velocity changes caused by addition of mi§fea@m-only was measured to be 2.7 % lower, while the experimen-
into the steam flow. tal uncertainty for the single phagsteam only)test results is

about 5 %. Therefore the results for single-phase heat transfer are
Uncertainty Analysis. Based on the methodology developeddentical with the flat surface within experimental uncertainty. A
by Moffat [21], theN"-order uncertainty analysis is conducted orwomparison between concagiig. 3(b))and flat walls(Fig. 13 in
both heat transfer and flow rate in this study. The results of uthe Appendix)has been made for the distribution of steam-only
certainty analysis are summarized in Table 1. It is found that theat transfer coefficient downstream from the impingement. The
uncertainty for heat transfer is about B % and the largest sourcedistributions are very similar except that the last measuring point
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Fig. 3 Heat transfer results at Re =7500 with g”"=3350 W/m?
and m,;/ms;=~0.5 %: (a) wall temperature; (b) heat transfer co-
efficient; and (c) ratio of heat transfer coefficient.

Fig. 4 Heat transfer results at Re =7500 with q"=7540 W/m?
and m,;/ms=~0.5 %: (a) wall temperature; (b) heat transfer co-
efficient; and (c) ratio of heat transfer coefficient.

of the curved wall section shows a relatively large increase in heat the ind dent mist effect | ker than the effect of
transfer coefficient not seen in the flat section. The increase §8S€S e Inaepenadent mist elect IS weaker than the efect o

considered to be an influence of the exit. As discussed earlier, {ﬁé":dgg.:he St_?am flow andtth? tetr;;l_per?fturte cfan ac(:jtuallytrise \;\;i]th
jet impingement onto a concave surface may result in a highh'g'tleS adartion. 1o compensate for this efiect or conaensation, the

heat transfer coefficient than onto a flat surfat®, 19]although at transfer results of the mist cases are corrected for the flow
the current difference is small ’ rate variations according to the correlation, E2), to the nominal

Figure 3(b)shows also the heat transfer coefficient with misvalues of Re. The modest adjustment increases the measured heat
The heat transfer coefficient is magnified by 200 (f4ctor of ransfer coefficient of the mist cases and the correction procedure

three)at the stagnation point. Figuréc3 shows the ratio oh to result_s in enhan(_:emer_lt at every point even Whe'? the temperature
) 9 b gurec3 perienced during mist is higher than it was with steam alone.

hy, the latter being the single-phase value. This ratio, termed IEE - ; -
enhancement, is shown to be about three at the stagnation pdi £ enhancement, shown in Figch is 60 % at the stagnation
peint and decreases to about 20 % at the downstream location. As

and declines to about 25 % at eight slot widths downstream. Ho th for all imoi 1 th h ¢ factor i
ever, there is a contrast with the flat surface results in which tife ("€ case for all impingement flows, the enhancement factor Is
ersely related to the total heat flux.

mist effect wanes completely by the exit of the test section. As IRve '
many of the flat surface results, the enhancement has a maximurh/9Ure 5 presents the surface temperatures, heat transfer coeffi-

value slightly off the centerline of the impinging jet. However, th(%ent, and the enhancement for the highest heat transfer rate at

actual cooling is greatest at the stagnation ptonstagnation line 400 Winf with the same Reynolds number, 7500. As antici-
for a two-dimensional test sectipn pated, the surface temperatures are reduced by mist, the heat

transfer coefficient is increased compared with single-phase data,

Heat Transfer Results With Different Heat Fluxes. Figure and the enhancement is less than observed at lower heat transfer
4(a) presents surface temperature data at the same Reynolds nrates. Enhancement occurs at all measured positions. Notice again
ber, 7500, and at a higher heat transfer rate of 75403Am in  that the steam-only heat transfer coefficient at the stagnation point
earlier testing the higher wall temperature results in higher singliecreases slightly at this heat flux.
phase heat transfer coefficients, attributable to thermal propertiesFrom the three figure§3, 4, and 5)it is evident that the mist
This effect of thermal properties will be discussed later. The reffect extends beyong/b=5, where on a flat plate in Figs. 13
sulting heat transfer coefficient is shown in Figb¥ The mist and 14 the mist effect was found to wane. In fact, a significant
effect results in lowering of temperatures near the stagnation poarthancement is noted at all points. The lowest enhancement at any
and raising of temperatures downstream. When the heat trangfeint on the surface is 15 %; that beingxdb=7 and the highest
coefficient is calculated, the mist raises the heat transfer coeffieat flux. The extension of enhancement beyond that for flat plates
cient even at points having raised temperature values. This is [eeonsistent with the enhanced mixing mechanism and droplet lag
cause the actual steam flow rates in the mist cases are reduceddysed by accelerating flow along the concave wall.
amounts that are condensed to raise the subcooled mist to th&he stagnation point enhancements range from 35 % at high
saturated temperature when subcooled mist is introduced invall heat flux to nearly 200 % at low heat flux. These values are
steam flow of constant flow rate. The reduction in steam floachieved at a low0.5 %) mist concentration. Comparing these
reduces the single-phase cooling effect and would, without arith 60 to 550 % enhancements on flat plateig. 13)with 3.5 %
independent mist effect, result in a higher temperature. In som@st concentration at 7500 Reynolds number indicates that the
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Fig. 5 Heat transfer results at Re  =7500 with g"=13400 W/m? Fig. 6 Heat transfer results at Re =15,000 with g”=7540 W/m?
and m;/ms=~0.5 %: (a) wall temperature; (b) heat transfer co- and m,/ms=~0.5 %: (a) wall temperature; (b) heat transfer co-
efficient; and (c) ratio of heat transfer coefficient. efficient; and (c) ratio of heat transfer coefficient.

enhancement per unit mass of mist is comparable or even superior

with the concave target surface. Direct comparison of equal migi)re|ation Eq(3) and are almost independent of heat flux. At low
steam ratio was not obtained in the present case due to the dro 8§/no|ds number7500), the curved wall results are approxi-
attrition in the curved surface test section as explained prewouqll;{(,ﬂ,[my 20 % above the flat-wall correlation and are scattered
within 10 % by heat flux. The effect of Gortler vortices and sec-

Heat Transfer Results With Different Reynolds Numbers ; ;
ondary flow have the potential of affecting the curved-wall results.
Two more Reynolds numbe($5,000 and 22,50(have been cov- yqever at the Reynolds numbers conducted in the present pa-

ered in this study. At Re=15,000 three heat flux values were a'.%%r, the effect of Gortler vortices is expected to be reduced since

testzd. Thr(]ese r_gsult_?_ %re repor(t)%d in Fi_gds. 6'H7' and 8. Silf]n' rtler vorticities are usually seen in the laminar flow. This may
trends to those identified at R§500 are evident. However, at theg, 1|ain \why the results of the steam-only case on a concave curve

higher steam flow, even more mist attrition occurs. Therefore, tiey,is haner is close to that on flat walls. Weaker secondary flows,

mist/steam mass ratio is believed less than 0.5 % for higher R&¥hich exist in Reynolds number range in the present study, do not
nolds number cases.

] . ff h -only fl Ithough evi f
Comparison of results of higher Reynolds number at 15,0$§em to affect the steam-only flow although evidence of present

. . sults shows that the secondary flows play an important role to
with the flat wall case can be made between Figs. 6 and 14. AQalfi e ot mist flows. Collective results presented in Nusselt number

clear comparisons with the flat heater surface are difficult becayse .-, Reynolds number with different heat fluxes can be found
the mist mass in the curved-wall experiment amounted t0 1/3 o A pnendix (Fig. 15). No generalized correlations are derived in

less of the mass fraction in the flat-walled experiment. The migt; ; ;
. . h s paper to show the effect of mist cooling enhancement.
effect in the flat experimer(fFig. 14) exceeds the effect reported pap 9

here on a curved surfacEig. 6). Still it is clear that the effect per Comparison of Enhancement Patterns With Slot Jet. Ef-
unit mass of mist is comparable. The curved surface enhancemfemts have been made to compare the enhancement patterns be-
endures downstream, while the flat surface enhancement does tvaéen jet impingement with curved target and that with flat target.
The preceding patterns continue to be valid for the data at Reyigures 11 and 12 illustrate the difference in the patterns of en-
nolds number 22,500; therefore, only the heat transfer coefficietitancement in the flat and the curved heater cases. The enhance-
are presented for brevity in Fig. 9. Clearly all the former pattermsent, defined as/hg, is normalized by the value at the central
are intact: the heat transfer coefficients decline generally awpgint (stagnation point). Since the valueat 0 is forced to be
from the stagnation point, the enhancement wanes but not to zarnity, both Figs. 11 and 12 should be used to examine the unifor-
and the enhancement declines with increased heat flux. mity and extend of cooling enhancement instead of being used for
As for Re=7500, the heat transfer coefficient at the stagnaticomparing the enhancement magnitudes. Figure 11, fer#860,
point for steam-only flow increases with heat flux at Reynoldshows that for the flat surface, particularly at lower heat flux, the
numbers 15,000 and 22,500. This effect is partially absorbed aximum enhancement is not at the stagnation line, but occurs at
temperature-dependent properties. In Fig. 10 the Nusselt numbapproximately one jet width away from the axis. For the curved
are calculated based on two slot widths and the thermal condseiface, this phenomenon is less pronounced. This is speculated as
tivity at the film (mean of wall and bulk). At higher Reynoldsa result of secondary flows which assist in transporting water
numbers the stagnation Nusselt values coincide with flat plate ddt@plets in the lateralspanwise)irection and thus avoid the in-
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=22,500 at various heat

creased droplet density accumulated nedr=1 on a flat wall.
More important is the observation of lengthened enhancement re-
gion which extends farther downstream on the curved surface. It
is believed that the enhanced mixing and flow instability from
curvature and the secondary flows generated from the sidewalls
cause the mist to become more effective. The secondary flows and
droplet lag seem to lengthen the residence time of mist and results
to having more mist impact on downstream region on a concave
surface. Furthermore, inertia produced by the stagnation pressure
may accelerate the droplets to cross over the curved streamline of
the steam resulting to more effective impact on a concave surface
than on a flat surface. Figure 12 compares the heat transfer en-
hancement between flat and concave target surface=aPR800

with different heat fluxes. The mist/steam ratio is 1.5 % for flat
wall cases and 0.5 % for curved wall cases. Comparisons of cases
at 7540 W/ni and 13,400 W/rh between Fig. 11 and Fig. 12

10°
— 0.069Re"0.75
O Nuo
3 10°}
1
10 NENUDUDVEE RIS S
10° 10" 10°
Re

Fig. 10 Comparison of steam alone stagnation heat transfer
on concaved surface with flat plate correlation. Two heat fluxes
are applied for each Reynolds number.
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Fig. 12 Comparison of heat transfer enhancement for flat and
concave target surfaces at Re =22,500 (m;/ms=1.5 % for flat
case and m;/m¢=0.5 % for curved case ). The enhancement is
normalized by the value at the stagnation point.

Fig. 11 Comparison of heat transfer enhancement for flat and
concave target surfaces at Re =7500 (m;,/ms=15 % for flat
case and m;/m¢=0.5 % for curved case ). The enhancement is
normalized by the value at the stagnation point.

indicate that increasing Reynolds number reduces uniformity of 3) The effect of Gortler vortices and secondary flow have the

enhancement on flat surfaces but did not have much effect on fffential of affecting curved-wall results. However, at Reynolds
concave wall cases numbers of the present study, the effect of Gortler vorticities is not

significant. This may explain why the results of the steam-only
Relevance to Turbine Applications. Actual application is case on a concave curve in this paper is identical within experi-
expected at 25~35 bar, and Reynolds number to 400,000. Projewental uncertainty with that for a flat surfaf&s]. Weaker sec-
tions to the higher Reynolds numbers of gas turbine applicationadary flows, which exist in the Reynolds number range in the
will increase the single-phase heat component and improve thesent study, do not seem to affect the steam-only flow although
mist component, based on the trends herein. At the increased vealidence of present results shows that the secondary flows play an
superheat values, which may reach 700°C, there may be a decimgortant role to affect mist flows.
in the mist effect. But the trends indicate that the mist concentra-4) The enhancement downstream of the stagnation point di-
tion continues to influence the mist effect and it is expected thatinishes, but does not vanish while the flat surface enhancement
the higher fluid density will permit carrying increased mist convanished a/b>5. Presumably this advantage is due(&) the
centration. More detailed discussion of the relevance of low preseceleration effect of the curvature on the lagging droplets(land
sure and low temperature laboratory results to real turbine applie lengthened mist residence time resulted from lateral transport
cations can be found in Guo et §l4]. Further study is required of droplets by secondary flows.
to establish whether higher pressures and temperatures will sups) The maximum cooling enhancement occursxét=1 in
port useful mist enhancement. most of the flat surface cases is not seen on the concave surface
cases. This is assumed to be caused by as a result of secondary
Conclusions flows V\_/hich_ ass_ist in transportin_g water droplets in the Iater_al
(spanwisexirection and thus avoid the increased droplet density
Experiments have been conducted showing the cooling effectaicumulated neat/b=1 on a flat wall.
a mist-laden steam slot jet impinging on a concave surface com-
pared to a single-phase jet and to a mist jet on a flat surface. It can
be concluded that Acknowledgments
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Nomenclature

B = width of heater element
b = jet width (7.5 mm)
d = diameter of droplet
d,q = arithmetic mean diameter
d;, = Sauter mean diameter
h = heat transfer coefficient
I = current through the heater
k = thermal conductivity
m = mass flow rate
Nu = Nusselt numbert{2b/k)
Pr = Prandtl number
PDPA = phase Doppler particle analyzer
q” = heat flux
Re = Reynolds numberdsV;2b/ u)
T = temperature
t = time
V; = average jet velocity at jet exit
Vghunt = VOltage cross the shunt
x = streamwise coordinate along the target wall
6 = thickness of heater elements
u = dynamic viscosity
p = density
& = resistivity (2 m)
Subscripts
0 = single phase
j = jet
| = liquid phase
s = steam
w = wall
Appendix
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Selected results of a slot jet impinging on a flat surface from Li,
et al.[15] are given in Figs. 13 and 14. It can be found that the
distribution of steam-only heat transfer coefficient is very similar
to the result with concave target surface. It is also shown that the

Fig. 13 Heat transfer results for mist
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Simulation of Compressible
Micro-Scale Jet Impingement
Heat Transfer

A computational study is presented of the heat transfer performance of a micro-scale,
axisymmetric, confined jet impinging on a flat surface with an embedded uniform heat flux
disk. The jet flow occurs at large, subsonic Mach numbers (0.2 to 0.8) and low Reynolds
numbers (419 to 1782) at two impingement distances. The flow is characterized by a
Knudsen number of 0.01, based on the viscous boundary layer thickness, which is large
enough to warrant consideration of slip-flow boundary conditions along the impingement
surface. The effects of Mach number, compressibility, and slip-flow on heat transfer are
presented. The local Nusselt number distributions are shown along with the velocity,
pressure, density and temperature fields near the impingement surface. Results show that
the wall temperature decreases with increasing Mach number, M, exhibiting a minimum
local value at r/R=1.6 for the highest M. The slip velocity also increases with M,
showing peak values near rARL.4 for all M. The resulting Nusselt number increases
with increasing M, and local maxima are observed near #/R20, rather than at the
centerline. In general, compressibility improves heat transfer due to increased fluid den-
sity near the impinging surface. The inclusion of slip-velocity and the accompanying wall
temperature jump increases the predicted rate of heat transfer by as muchLa%o8for

M between 0.4 and 0.8[DOI: 10.1115/1.1571082
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Introduction tube, the velocity near the edges of the jet at the exit plane in-
T - . creases due to upstream diffusion of vorticity that is generated
Impinging jets are capable of providing surface heating anfear the impingement surface. This results in a more uniform
cooling in applications featuring fairly high heat fluxes. Majo(/elocit rofﬁe gt the jet exit Conse uently, the Nu distribution
industrial applications include annealing metal, tempering gla%% Y profik ! y d Y .
as an off-axis peak at a point on the surface approximately one

drying textiles, cooling turbine blad_es and pooling _elec_tronic oM - dius from the axis. They point out that at larger impingement
ponents. Recently th_ere has been interest in applying jet coollnd RiancesH/D>1, this effect does not occur because the up-
very sm_all scale devices. Qampbell e_t[aJ] ‘43‘?0' a small el_ectro- stream diffusion is weak. Other studies that show the existence of
magnetic actuator to provide pulsating air jets for cooling of fhis off axis peak include Scholtz and Tr449]for mass transfer

laptop _c_omput(_er processor. Alldg] rep_orted_ on a nevyly d_evel- and Colucci and Viskantfll] for heat transfer; however, these
oped silicon micro-heat exchanger chip using impinging jets. . :
results extend into the turbulent regime.

There have been many investigations of the heat transfer fro he objective of this study is to evaluate the heat transfer per-

impinging macro-scale, incompressible, unconfined jets in recqnt . . O
) ! - ofmance of a micro-scale compressible jet impinging on a flat
years. Martin 3] presents a comprehensive study providing exten-

sive heat transfer correlations for single jets and jet arrays. Hrycgﬁated surface with an embedded, uniformly heated disk. The flow

[4] studied high Reynolds number jets for a range of large inS confined with an upper flat, adiabatic, surface parallel with the

pingement cisances. e and We(a]investgated very low PGSl uace B e same eve n i ot et The heatc
impingement distance$]/D <1, indicating that high acceleration q ! '

effects on the local heat transfer distribution cause off axis peaFlgsesuns are given for a jet having a nozzle diameierof 100

. . pm, at impingement distances divided by jet diameters ratios,
of Nusselt number to occur. Arjocu and Liburd§] show the H/D, of 2 and 4. The exit Mach numbers range from 0.2 to 0.8

effect of non-circular nozzles at low Reynolds numbers identi vith corresponding jet Reynolds numbers from 419 to 1782.

ing some flow and heat transfer instabilities. Faila e{2).indi- ; p . -
cate the effect of cross-flow and enhanced surface effects in 'eFeSkOK and Karniadakigl2] have_computatlonally_pred|_cted
ressure drops for gas flows in micro-channels using slip-flow

arrays. Huber and Viskan{&8] show that as the Reynolds numbe d dit d to the traditional no-sli di-

is decreased, secondary peaks of the heat transfer coefficient a 2\ z_la%/ conf_l(quns as (r)]ppose 0 detra itiona notsllp condi

from the jet centerline are eliminated. These secondary peaks h S. 1hese findings, when compared 1o experimental pressure
op results, suggest that gas flows in some micro-scale geom-

been attributed to fluid acceleration, boundary layer thinning ae lies do not behave according to the continuum hypothesis but

turbulence transition. i Y . . . X
Chatterjee and Deviprasafifi] numerically investigated the ef- rather exhibit characteristics associated with the slip-flow regime.
rPeviation from a continuum is often measured by the Knudsen

fect of upstream vorticity diffusion on the heat transfer coefficie " ;
distribution for laminar confined jets when the jet exit-to-number, (an‘“‘); where).\ is the molecular mean freg path
impingement distance ratio is less than one diameter. They shpProximately 10° m for air at standard conditiopgndL is a

that for a jet resulting from a fully developed flow exiting a long-haracteristic length. It has been accepted for most flow geom-
etries that the continuum hypothesis is valid for<k0.01. The
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Table 1 Geometry, flow, and thermal parameters l
” Plenum
Geometry: (Outside of Computational Domain)
Nozzle Radius (R¥50um '/ Nozzle Exit Confining Surface
Nozzle to Impinging Surface Distance (HR0Ouxm, 400 um !
Impinging Surface Radius500um [ 1
Heated Surface Radi#200 um =
| " |
Flow and Thermal Parameters: 1 ] ST T :
Flow Parameters Nozzle Exit Mach Numhé#) T = :é
0.2 0.4 0.6 0.8 o T s
T, (°C) 20 20 20 20 1 P | O
Texit (°C) 18 11 0 -13 \ I d |
Vit (M/S) 68 135 199 259 NN L i
Rey 419 851 1310 1782 i T = .
— 1 T —— e ﬁ'

Boundary Condition Parameters:

Heated Impinging Adiabatic Impinging Surface

Impinging Surface: =50 kW/n? ! Surface
Slip-Flow: oy=01=0.8
Outflow: pe=1 atm, T=20°C Fig. 1 lllustration of the computational domain indicating the

general flow pattern caused by the impinging jet
the local flow and thermal behavior, Schaaf and Chanjh8g. hD q’ D
For this study, the value of Kn at the jet exit plane is 0.0013, for Nu K T T ST 1)
air using the nozzle radius as the characteristic length. This is well (Tw=Taw)
within the continuum regime. The adiabatic wall temperature was determined for each case by

Although a Kn of 0.0013, based on the jet radius, suggests thrahning numerical experiments with adiabatic conditions along
slip conditions are minimal, the proper scaling for a representatitt@e entire impinging surface.
value of Kn for an impinging jet is not obvious. In the impinge- Typically, impinging jets used for macro-scale cooling are
ment region a more appropriate length scale could be argued torheely laminar. However, Polat et 4f14] concluded that for im-
the viscous boundary layer thickness. As this layer can be consfinging jets with relatively smalH/D, the flow field can be con-
erably smaller than the jet radius, using it to scale the mean freielered laminar up to a Reof approximately 2500. Due to the
path would result in a larger value of Kn. In fact, as shown for themall characteristic length, the largestgRencountered in this
flow conditions studied, the inner region of the velocity profile istudy is 1782; hence, results are obtained assuming laminar flow.
on the order of 0.1 times the jet radius, which puts this flow intdests were run using a turbulence model for the highest, Re
the slip flow regime. For the present analysisis based on the M, case with no observable change in the output. Results are
exit domain temperature assuming an ideal gas. The absolute t@mesented for compressible flows using the ideal gas equation of
perature does not vary significantly along the wall, and locatate. For comparison purposes, incompressible results were also
variation of\ does not alter the local slip velocity, the temperaturebtained, where the density is considered independent of both
jump or the heat transfer coefficient beyond the numerical uncerressure and temperature.
tainty of the results. . . . .

The present study was undertaken to investigate a micro-scale>/iP Flow Model. In the slip-flow regime, the Navier-Stokes
confined impinging jet flow geometry withi) variations in im- €duations are applied with velocity-slip and temperature-jump
pingement distancii) relatively large Knudsen numbers whichPoundary conditions imposed. The forms of these boundary con-
is shown to warrant using a slip-flow boundary condition &g~ ditions used in this study afd3]:

relatively low Reynolds numbers resulting in laminar flow 2—0,| du
coupled with Mach numbers large enough to cause significant ug—uw=( ) an (2a)
compressibility effects. All cases deal with moderate jet impinge- Tv n
ment distances of two and four jet diameters. 2—o7\[ 2y \ N JT
T~ Tw= | o5+ 1/pran (eb)

Model Description _
The formulation of Eq(2a) does not account for thermal creep

The geometric, flow, and thermal parameters are given in Tablge s along the surface. These terms were included in trial runs
1. The geometry is based on representative micro-scale appligay found to be insignificant since the wall temperature gradients
tions for cooling and is shown schematically in Fig. 1. The jel;e relatively small. The accommodation coefficientsandcry,
plenum conditions are set as shown, and the exit conditions c. 2 assumed to be constant with a value of 0.8. where a value of
culated for an ideal, isentropic flow from a large plenum. The flow g s representative of a molecularly diffuse surface, Kennard
impinges normally onto the heated surface. Ambient fluid is gl15) pepending on the gas and the surface material, a range of
lowed to entrain radially inward, where the ambient pressure VSlues foro. and o may be possible, see Karniadakis and
held constant. Nozzle exit Mach numbers vary over a range 855kok[16] for a discussion.

!ng:pmpreSS|bIe and compressible flow regimes so that compressggaskok and Karniadakisl2] proposed a higher order velocity-
ibility effects on the heat transfer can be assessed. It should_g boundary condition to improve pressure drop predictions for
noted that the Mach number and Reynolds number are not variggnpressible micro-channel flows with very large pressure and
independently of each other. The heated portion of the Imping@syperature changes. Since this higher order term is proportional
ment surface is centered under the jet and extends radially fourjet,, product of KA and 42u/an?, neglecting this term in the

radii. The surface beyond four jet radii is adiabatic, as is the t ; ; ;
. ) o esent study has little consequence on the calculated slip magni-
boundary. All results are given in the heated region, but the ext e Y q P mag

of the impingement surface is ten nozzle radii.

Heat transfer results are presented in terms of the local NusselNumerical Model. The jet flows were assumed to be steady,
number, based on the adiabatic wall temperatlrg,X and jet axisymmetric, laminar, and compressible, with slip-flow boundary
diameter(D): conditions applied at the impinging surface. Numerical solutions
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were obtained for the dimensional discretized form of the com- 415/ — wm=02-T
pressible form of the Navier-Stokes and energy equations. The
second order MARS scheme was used with the SIMPLE finite-
volume algorithm of the commercial code STAR-CD. A non-
uniform axial by radial grid of 7% 118 was employed for all 117
H/D=2 cases. Individual control volumes ranged from>0046 °
microns in the regions of high shear to X6 microns in the =
recirculation region. For thel/D=4 cases, a 149X18 grid was =
used. Results were obtained at both low and high Mach numbers 1.05¢
using a grid with twice this resolution with no discernable change
in the reported results. The convergence criteria were satisfied
when the sum of the normalized residuals was reduced to less thar
1x 104, which resulted in typical errors in the velocity and tem-
perature on the order of410 * m/s and x 10" K for most of

the flow domain. A few localized errors near the edge of the
impinging jet and the edge of the jet exit were noted to be 0.1% 0.95 ;
and 0.1 K, respectively, for velocity and temperature at the highest

M case. Based on a sensitivity analysis, these errors are antici-(a)
pated to result in an error in local Nu on the order of 2 percent.

The computational domain took advantage of axisymmetric 1191 — M=02-T_
conditions, illustrated in Fig. 1, which is not drawn to scale. The
flow region was bounded by the plane of the nozzle exit defined
by the upper confining plate, the outflow free boundary, the im- 11!
pinging plate and the jet centerline axis. Temperature, density and
velocity at the exit plane of the jet were calculated from the se- ,:0
lected jet Mach number, for a prescribed plenum temperature of ~
293 K, using isentropic compressible flow through the nozzle to 4 g5 _
the exit plane of the jet. The velocity profile specified at the nozzle
exit boundary was uniform from the nozzle centerline to 90% of
the nozzle radius. A cosine velocity profile taper was matched at
r=0.9R with zero velocity at the nozzle edges=R. This was 1
shown to accurately represent the velocity from a large plenum
through a short nozzle by Pelfrey and Liburidy7]. The average
velocity across the entire nozzle exit was used to calculate the jet
Reynolds number. The exit plane temperature was assumed to be 0-950
uniform. (b)

Constant stagnation pressure and temperature boundary condi-
tions were applied at the outflow boundary, which allowed flow tgjg 2 Nondimensionalized wall and adiabatic wall tempera-
both enter and exit the computational domain. These valugge (7/T,) versus radial position for  (a) H/D=2 and (b) HID
coupled with static pressures extrapolated from the interior of thes
solution domain, are used to determine the velocity and tempera-
ture at the pressure boundary. Polat ef &L] recommended this
constant pressure boundary condition, and it has been used
recently by Morris et al[18] to accurately predict flow and tem
perature fields for impinging jets.

A constant heat flux boundary condition was applied at tf%[;
impinging surface for* <4, wherer* =r/R. Beyondr* =4, the
impinging surface was adiabatic. The slip-flow boundary con
tions represented by Eq$2a) and (2b) were applied over the
entire impinging surface (@r* <10).

N

M@ributions are essentially identical, in both trend and local
“minima, for bothH/D values. However, a local minimum d&f,
pears foM =0.2 near* =1.25 forH/D=2 andr* =1.05 for
D =4. This minimum progresses away from the jet axis with
gncreasing Mach number; &t =0.8, the minimum is at* =1.6
for both H/D. A local maximum ofT,, can be observed at the
stagnation pointr* =0) for each Mach number. Other than the
difference in location of the local minimum of,, at lower M,
. . there is virtually no change in the shape of the wall temperature
Results and Discussion distribution whenH/D is increased from 2 to 4. In all cases, the
Details of the effects of compressibility for micro-scale impingtocal minima for the incompressible flow cases are further from
ing jet heat transfer with wall boundary slip effects are presentéige jet centerline than those for the compressible flow cases.
in terms of wall temperatures, vector and scalar fields, NusseltThe off-axis heated wall temperature minima observed in Fig. 2
number distributions and average Nusselt number over the heatee seen to be dependent on the Mach numbeMAt0.2 the
surface. The results are discussed for two impingement distanceguction of temperature away from the centerline value is very
(H/D=2 and 4) and a range of Mach numbersM( small. AsM increases the reduction of the wall temperature be-
=0.2,0.4,0.6,0.8). comes more prevalent and the location of the minima move to-
The heated surface temperatulg,, and adiabatic wall tem- ward larger values of*. The adiabatic wall temperature shows
perature T,,,, distributions, on the heated portion*(<4) of the evidence of the minimum at largé, but it is less pronounced
impinging surface are presented as a function of Mach numberthran the heated wall temperature. This effect is associated with the
Fig. 2 for both values oH/D. These temperatures are nondimenflow acceleration which is very strong in this micro-scale geom-
sionalized by dividing by the plenum temperature. This form ddtry at these Reynolds numbers because the corresponding exit
normalization is used instead of a reference temperature diffeelocities are very large. This is true even for the larger values of
ence to illustrate the magnitude of temperature variations whi¢h/D, when compared to the macro-scale effects. This accelera-
directly affects the density, as will be discussed later. At the statien is apparently sufficient to induce an off-axis peak in the local
nation pointT,,, is 293 K for all conditions, which is consistentheat transfer coefficient; this has not been previously reported for
with the prescribed plenum temperaturg) of 293 K. TheT,,, the values oH/D as large, or Re as low, as reported here.
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Fig. 4 Local Nusselt number distribution along impinging sur-
face for H/D=2 for both compressible and incompressible so-
lutions

Fig. 3 Nondimensional radial slip velocity distribution along
impinging surface

Figure 3 shows the radial distribution of the normalized slip- From Table 2 it is seen that the predicted resultsHoD =2
velocity, u* =uq/Vey, at the impinging surface for all Mach are within approximately 8% of those of Martin; however, for
numbers, and the two impingement distances. The slip-velocity/ D=4 these results are consistently higher than Martin’s corre-
reaches a peak near the same locations of the temperature miniai@n, by as much as 20%. This trend does not show better agree-
in Fig. 2 (approximatelyr =1.4*). This peak increases signifi- ment as the Reynolds numbers come qloser to Martin’s recom-
cantly with Mach number. Because the stagnation region has higi¢nded range. Interestingly, the approximately 10% decrease in
static pressure, which causes the flow to rapidly accelerate aldNg With increasing jet-to-plate spacing from 2 to 4, predicted by
the wall in the radial direction, the flow continues to accelerate ffartin, does not occur in this study. Rather, there is little change
the impingement region until there is sufficient interaction witf the average heat transfer froRVD of 2 to 4. This apparent
the outer region fluid, through entrainment, to establish a decelé¥sensitivity toH/D is contrary to Colucci and Viskanfd 1] who
ating wall jet. According to Eq(2a), the position of maximum concluded that confined jets are more sensitive to variations of
slip velocity corresponds to a region of high shear. This is in H/D thap unconfined macro-scale jets. It might be concluded that
region of high acceleration, and its location is found to be a we#¥ the micro-scale, the correspondingly small scales do not result
function of both impingement distance and Mach number. in the same geometric dependence as at the macro-scale when

Average Nusselt number results were computed by integratif§mpared at the same Reynolds numbers.
the surface heat transfer coefficient over the heated surface areld addition to the seemingly poor agreement of the average
and are presented in Table 2. Since most recent studies of impiftsselt number with the correlation given by Martin, the form of
ing jets compare reasonably well to those of Martin, results of thige local Nusselt number distribution for these results is unique.

study will be contrasted to the correlation given by Mafti: The magnitude of the local Nusselt number distribution varies as a
_ function of Mach number and is shown in Fig. 4 fBifD=2.
Nu T 172.2A1’2 Although not shown, results foH/D=4 have the same shape
ppRA2~ <M 1+0.2(H/D—6)A}’2F(Reb) (®)  and, as indicated in Table 2, have essentially the same average
magnitude as foH/D=2. The Nusselt number is observed to
where increase with increasing Mach numb@nd Re), and local off-
F(Rep)=2 R%/z(lJro_OOS Ré,’z)l’z (6) axis maxima are observed betweeh=1.13 and 1.33. Uncer-

tainty inr* is on the order of-0.015, due to the grid resolution in
andA, is the ratio of the nozzle exit area to the heated surfaggis region. Also shown are incompressible flow results indicating
area. This correlation is valid for 208(Rey<400,000, 22H/D  reductions of Nu by as much as 15% for the hightcase when
<12, and 0.043A,=0.004. It should be noted that in the presen¢ompared to the compressible flow results. Msincreases the
study A, = 0.0625, which is somewhat outside of the range of theff-axis peak of Nu for the incompressible cases is shifted slightly
above correlation and the values of Re are somewhat lower th@fther away from the centerline compared to the compressible
those recommended. flow cases. This outward shift can be attributed to higher local
velocities and flow acceleration caused by a lower fluid density
when treated as incompressible. The increases of density due to
compressibility effects are discussed later.

Table 2 Computed Nu results compared to correlation by The off-axis local Nu maximum has been associated with the

Martin [3] local turbulence generatiof8], and was found for a variety of
Mach  Reynolds Nu Nu Difference  N0zzle shapes and impingement distar{dd$. The impingement
Number Number H/D Martin (1977) Present study (%) distances for the occurrence of the off-axis peak for laminar flows
reported in the literature are all very small, less than one jet di-
8:% ﬂg ‘21 %%ﬁ %%g ;gg ameter. In contrast, the present calculations are for laminar flow at
0.4 851 2 15.22 16.5 +8.4 larger values oH/D. To help explain these results it should be
0.4 851 4 13.53 16.4 +21.2 noted that the jet exit profile assumed in this study is uniform with
8-2 igig Z i?g% %8-8 ;52-2 a cosine taper applied to the outer ten percent of the radius. This
08 1782 2 2387 548 139 profile results in a high acceleration near the impingement surface
0.8 1782 4 21.21 24.8 +16.9 of the flow near the outer shear layer of the jet, compared to the
case of a parabolic profile at the exit. This contributes to the
450 / Vol. 125, JUNE 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1

0.8 r 08

0.6 0.6
* *
N N

0.4 I 04

|
0.2 0.2f2,
0 oll % ™ y
1 15 01 15
p* P
(a) (b)

Fig. 5 Nondimensional density distributions normal to the im-
pingement surface for H/D=2 at (a) r*=0.5 and (b) r*=1.0 Fig. 6 Nondimensional pressure distributions normal to the
impingement surface for H/D=2 at (a) r*=0.5 and (b) r*=1.0

observed off-axis peak even at low values of,Red higheH/D
values than observed in larger scale flows. Based on these res@iférained ambient air warms the outer regions of the flow field,
it appears that a better indicator of a secondary peak would b&@mpared to the higher velocity jet regions, particularly in regions
measure of the local acceleration near the wall, at least withway from the jet exit. Outside of the thin layer near the heated
micro-scale geometries. wall, the jet flow remains cooler as it is not significantly heated by
The Nu peak occurs at a smaller radial location than either teéher the wall or the entrained ambient fluid. This effect increases
minimumT,, in Fig. 2 or the maximum slip velocity in Fig. 3. The with M as expected.
Nu peak does not correspond with tfig minimum because the It is concluded that the impingement region is marked by two
value of Nu also depends on the distribution of the adiabatic walistinctly different scales. In the regior <0.4 there is direct
temperature, which is found to be a very weak functiorHéD influence of the pressure field on the local density, causing the
and whose minimum location is a weak functionMf The dis- density to rise as the pressure rises. A thinner layer very near the
tribution of T,, shows that its minimum shifts away from thesurface has a decrease in density which is affected by the rise in
centerline for increasinyl, and shifts inward as1/D increases. temperature near the surface. The entrainment of ambient air in-
The net effect is the indicated shift of the peak of Nu distributiofluences the temperature distribution near the surface, particularly
shown in Fig. 4. The relative location of the Nu and slip velocitpeyond one jet radius. In this region fluid is heated away from the
peaks implies that the peak wall shear stress occurs further dowsnfface while allowing cold flow very near the surface.
stream than the peak heat transfer coefficient for the conditionsShown in Fig. 8 are velocity profiles at two different radial
studied. locations forH/D =2, (a) and (b), and at one radial location for
Improved heat transfer, as a result of compressibility, can b/ D=4, (c). As the flow is deflected during impingement there is
traced to an increase in the fluid density near the surface. Thisreduction of the wall jet layer with somewhat thinner layers
effect is illustrated in Fig. 5, where the density distributiop$, occuring at high Mach numbers. Comparing Figb)8with 8(c)
=plpexit, are plotted versus the distance from the impingemeghows that increasingl/D from 2 to 4 results in essentially no
surface g*=z/H) at two different radial locations. The corre-change in the thickness of the wall layer sireeis nondimen-
sponding non-dimensional pressure distributige’s, are shown sionalized byH. Comparison of Figs. 7 and 8 show that for all
in Fig. 6 and the non-dimensional temperatdrg, in Fig. 7. Note
the change in scale a* for temperature and the normalization
for temperature, which iST* =(T—Tei)/(To— Tex). Within 05 05
0.5H of the surface the density begins to increase, this is caused
by the increase in pressure that occurs within this same region.
Very close to the impingement surface, the density decreases as
the local temperature rises as shown in Fig. 7, despite the contin-
ued rise in pressure in Fig. 6. The layer of increased temperature, 0.3 0.3
and decreased density, near the surface is much thinner than the %,
overall density and pressure layers. This layer is on the order of
one tenth of the density and pressure layer thicknesses. The thick-
ness of the reduced density region decreases somewhat with in-
creasing Mach number, as the corresponding temperature layer g1 0.1
also decreases with Mach number.
In addition to temperature distributions at =0.5 andr* \ N
=1.0, Fig. 7 also contains the temperature distributionr’at 0 5 0 5
=1.5 to illustrate that the temperature distribution has a reversal, ™ ™
or local minimum, near the edge of this thin temperature rise @) ® ©
layer. The magnitude of this temperature decrease grows in the
radial direction and increases with increasing Mach number. Reig. 7 Nondimensional temperature distributions (T*) normal
call that as the flow leaves the plenum it is cooled, as is noted twythe impingement surface for H/D=2 at (a) r*=0.5, (b) r*
the exit temperature in Table 1. On the other side of the domaia1.0, and (¢) r*=1.5

0.4} 0.4

02 02
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stated as follows. The wall temperature decreases and the Nusselt
number increases with increasing Mach number. The wall tem-
perature distribution indicates an off-axis minimunr atbetween

1.05 and 1.60, that persists at relatively large impingement dis-
tances with the magnitude dependent on bdtandH/D. This is
believed to be strongly connected to the flow acceleration near
r* = 1.4, the strength of which is dependent on the jet exit velocity
profile. The acceleration occurs at larger normalized impingement
distances compared to macro-scale jets. The averaged Nusselt
numbers do not compare well to the standard correlation by Mar-
tin [3] for H/D =4, tending to be up to 20% higher for the con-
ditions studied. Values of Nu for this micro-scale flow indicate a
reduced sensitivity tél/D when compared with larger scale flow
results. Accounting for compressibility increases the predicted
heat transfer, which is a result of the increased fluid density near
the impinging surface. For this confined flow, decreasid
thickens the dimensionless near wall region velocity layer, but this
has little affect on the local heat transfer. Consequently, at the
microscale, it is possible to achieve relatively higher heat transfer
rates at larger relative impingement distances compared with

08| 038 0.8

06 06 06

0.4 0.4 04

0.2

(a)

Fig. 8 Nondimensional radial velocity distributions normal to
the impingement surface for (a) H/D=2 at r*=0.5, (b) H/ID=2
at r*=15, and (c¢) H/D=4 at r*=15

those predicted by standard correlations for macroscale flows.

cases studied, the thickness of the thermal layer is on the same
order as the “inner” layer of the velocity field which is defined as
the region between the surface and the maximum velocity.

Inclusion of the slip flow condition results in higher velocitiedVomenclature

near the wall and lower wall shear stress. Also, the temperature g
jump condition reduces the fluid temperature near the wall during A,
heating. The effects of slip-flow boundary conditions on the Nus- p
selt number distribution are illustrated in Fig. 9 by independently h
accounting for various slip conditions. Results are contrasted with H
and without slip in the presence and absence of a temperature

jump. When the slip and temperature jump conditions are imposed
the heat transfer coefficient is highest. The Nu is reduced when kn

acoustic velocity, m/s

constant in Eq(5)

nozzle diameter, m

convection coefficient, W/fK

spacing between nozzle exit and impinging surface,
m

thermal conductivity, W/m-K

Knudsen NumberX/R)

the velocity slip is neglectegho slip), but the temperature jump is L = characteristic length, m
included. Retaining the velocity slip but neglecting the tempera- M = Mach number Y/a)
ture jump (no jump) reduces Nu more than if only the slip is n = coordinate normal to surface, m

neglected. Finally, neglecting both slip and temperature causes anyy
approximate 8% decrease in Nu relative to the slip with tempera- Ny
ture jump case for Mach number of 0.8. It should be noted that the

magnitudes of these effects will be related to the accommodation p*
coefficients selected.

Nusselt numberiD/K)

Nusselt number averaged over the heated surface
pressure, N/f

nondimensional pressur@/(p,)

Pr = Prandtl number #/ «)
. q” = heat flux, Winf
Conclusions r = radial distance from jet axis, m

The heat transfer performance of a compressible micro-scale r*
impinging jet was numerically simulated. The flow was modeled
as a steady state, laminar, confined, axisymmetric, submerged im- R
pinging jet. Heat transfer results were obtained to study the effects R,
of Mach number, compressibility, and slip conditions for a range Re,

nondimensional radial distance from the jet axis
(r/R)

jet radius, m

gas constant, N-m/kg-K

Reynolds number\(,;D/v)

of subsonic flows. The main conclusions from this study can be T = temperature, K
T* = nondimensional temperatuféT — Teyi)/ (To— Texid) 1
u = velocity component tangent to impinging surface, m/s
40 r - - u* = nondimensional slip velocityu/V g
. Sl and jump V = velocity magnitude, m/s
. fsﬁp,pﬁo jumg z = axial _distan_ce from impinging surface, m
-~ 1o slip, no jump z* = nondimensional distance from the surfazéH)
Greek
v = specific heat ratio
N = molecular mean free patm(RgTw/Z)“Z/p), m
w = dynamic viscosity, N-s/f
v = kinematic viscosity, rffs
p = density, kg/m
p* = nondimensional densityp( peyi)
o, = momentum accommodation coefficient
50 1 2 3 ! o1 = thermal accommodation coefficient
r Subscripts

Fig. 9 Local Nusselt number distribution illustrating the effect

of slip and temperature jump D
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aw = adiabatic wall

characteristic length equal to nozzle diameter
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A new full-spectrunk-distribution method has been developed, in which spectral loca-
o tions are sorted intdM spectral groups, according to their absorption coefficient depen-
and Nuclear Engineering, . h
- dence on (partial) pressure and temperature. Calculating correl&tefdil-spectrum
Penn State University, TR .
University Park, PA 16802 k-distributions for each of thé/l groups, LBL accuracy can be obtalr_1ed with< 32.

’ Database values have been assembledd6y mixtures at atmospheric pressure. The
method is fully scalable, i.e., spectral groups from the database can be combined to obtain
coarser group modelgM =1,2,4, . . ) for greater numerical efficiency (accompanied by
slight loss in accuracy).[DOI: 10.1115/1.1560156
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Introduction tion coefficient are violated, particularly in the presence of ex-
eme temperature changes and/or changing mole fractions. To

Radiative transfer in absorbing-emitting gas mixtures can é) ercome this limitation, Pierrot et al[10] developed the

Tgftczliilljéﬁgerg rperggilrc etelg n ;slgg mtgﬁt (llrnreéggdlrr(]:z Sagr?éog)crg’ pftl%_titious-gas-based ADF, in which the individual lines comprising
tional time. It has been known for some time that, for a narrow - absorption coefficient were placed into separate groups based

spectral rangdi.e., a range over which the Planck functi on their temperature dependence. While improving accuracy, the
~const) in a homogeneous mediiire., absorption coefficient method becomes computationally more expensive by a factor of

5 . e .
K, is not a function of spatial locationthe absorption coefficient M?, whereM is the number of fictitious gases or groups, in order

; iatrib ; to deal with line overlap from different fictitious gases. Similarly,
may be reordered into a monotorkdlistribution, which produces -
: : . Zhang and Modesf12] extended their FSCK method to such
exact results at a fraction of the computational ¢as2]. As with ef&(fgtious gases, called thémulti-scale) MSFSCK method. This

was somewhat problematic. Two methods have been commof] thod greatly improves the accuracy, while increasing computa-

used to address nonhomogeneity: toaling approximatiorand tional time by only a factor oM, since fictitious-gas overlap is

the assumption of @orrelated k-distribution The Correlatede tre_?:]ed 'nbﬁn g_pf)fproxmat% f?shlon. lated and scaled absorpii
method has been shown to be accurate primarily for low tempera- € subtie diiterences between corrélated and scaled absorption

ture meteorological applicatior4,3,4]. coefficients were recently detailed by Mod€gs8]: an absorption

More recently, the reordering concept has also been appliedCR)GffiCient attains a value, (7, dref) =krer many times across the

the full spectrum. Denison and Webf5,6] developed the SPectrum, where . is some fixed value, and the composition

Spectral-Line-Based Weighted-Sum-of-Gray-GaSisV) model, variables¢=(T,p,x) are evaluated at a reference condition. A

in which line-by-line databases are used to calculate weight famrrelated absorption coefficient has to satisfy the following two

tors for the popular WSGG mod¢lZ,8]; for nonhomogeneous conditions:(i) at every one of these spectral locations, the absorp-

gases they assumed a correlated absorption coefficient. A simifan coefficient at a different state also has a unique specific value

method, called the Absorption Distribution Functi6hDF) ap-  «,(7,¢) =K(¢.K), i.e.,k may be a function ok, but not of

proach, was developed by Rivieet al.[9,10]. 7 directly; and (i) k is a monotonically increasing function of
Very recently, Modest and Zhanfill] demonstrated how k. The absorption coefficient is scaled if this independent of

k-distributions can be obtained for the entire spectrum, callinglif.;. Thus, we may write

the FSCK method. Their approach differs from the SLW and ADF

approaches in two respect$l) they obtained a continuous correlated: Ko 1,0)= Ky refl 7, Pre)U( D, Dret Ky rer) (1)

k-distribution, rather than the stepwise WSGG metfsltbwing - - T

that the SLW/ADF/WSGG methods are crude step implementa- ) _

tions of the full-spectrunk-distribution(FSCK) method]; and?2) scaled: ke (17,4) =1 1o 7, bre) U( b, frer) (2)

they used the scaling approximation, to make a clear mathemati

| N L .
development of the method possible for inhomogeneous mediaﬁﬁollows that scaling is more restrictive, i.e., a scaled absorption

addition, they introduced a somewhat more elaborate scheme iﬁgﬁg&eg Il/ls Ogg’;?gsn (;: Ozrrr]glr%el(]j’Cgﬁtbgoljs\gg?’vi\;ﬁ r:i?H e-l;h; oZilCK

establishing a reference state, which further improves accuracy,
These full-spectrum methods can achieve LBL accuracy for h)épglesdill(-)éjilgtritgl(jt?or?far?;olg(esglioPr%{%o%illed FS@Wl-spectrum
mogeneous media, but at a tiny fraction of the computational co! Elt is the purpose of the present pape? to introduce a new full-

However, substantial inaccuracies can occur in nonhomogenequs . . P -
9 ctrum method, in which spectral positiofwgith absorption

media, because the assumptions of a correlated or scaled abs fficients consisting of contributions from many different lines

are placed into spectral groups according to their dependence on

INow with General Electric Corp., Schenectady, NY .
Contributed by the Heat Transfer Division for publication in th®URNAL OF temperature ancpartial) pressurgas opposed to the ADFFG and

HEAT TRANSFER Manuscript received by the Heat Transfer Division May 20, 2002MSFSCK methods, which place spectral lines into groups accord-
revision received November 6, 2002. Associate Editor: R. Skocypec. ing to the lower level energies, with each of the lines affecting the
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absorption coefficient over many different wavenumpe8sich a
model avoids the problem of overlap between different groups. It
also allows the consideration of partial pressure dependence dur-
ing the grouping process. In addition, the HITEMP dataljadd

will be used to build up a multigroup database. As indicated by

0.1

Modest and Bharadwil5], HITEMP displays some questionable

behavior in the band wings of GGt temperatures above 1500 K

However, the model can be used with any other databases. Total £ 007
pressure variations could be incorporated as well, and will be

considered in follow-up work.

Theoretical Development

Spectral Grouping. Consider the top frame of Fig. 1, which
shows the absorption coefficient of G&r a small part of its 4.3

pm band, for a temperature of 300 K, a total pressure of 1 bar, and

a mole fraction of 10 percent. This absorption coefficient contai
the contributions from about 1500 linegat 300 K).

Also shown is the ratiou=«,(2000K, 1 bar, 10 percent)/
k,(300 K, 1bar, 10 percentnow with contributions from more
than 5000 lines at 2000 K due to the emergence of
Clearly, for such temperature differences, the absorption coe
cient is neither scaledu= const, which is not the case in Fig), 1

nor is it correlatedu is a function ofx, (300 K) only]. As shown

in Fig. 1, u does not have the same value for the same absorpt
coefficient at different spectral locations. To obtain an absorpti

fficient that more closely foll he rul f “scaling” or - -
coefficient that more closely follows the rules of “scaling Oostantlally improves the accuracy of the FSSK and FSCK models,

“correlation,” we may want to break up the spectrum into tw
groups, throwing all wavenumbers with>10 into “Group 1”

40
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Fig. 1 A small portion of the 15 um CO, band broken up into
two groups using Multi-Group approach

Journal of Heat Transfer

“hot lines”

]yfsﬁills)
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Fig. 2 Two-Group results for the heat flux exiting from the
cold column of a two-column CO  ,-nitrogen mixture at different
temperatures (T =2000 K, /1,;=50 cm; T.yq=300K, /.4 Vari-
able; uniform p=1bar, Xco,=0.1, cold and black bounding

Iond the rest into “Group 2,” as indicated in the bottom frames of
Ig. 1. Such simple grouping of the absorption coefficient sub-

although reaching LBL accuracy will require more sophisticated
grouping. This is demonstrated in Fig. 2, which depicts nondimen-
sional heat loss from the cold end of a two-temperature mixture of
10 percent C®90 percent nitrogen. The slab consists of,a
=50 cm hot layer afl,,=2000 K, and a cold layer at 300 K of
varying width|.; both sides are bounded by cold, black walls
[11,12]. The figure shows that, without grouping, the FSCK
method makes a maximum error of 10.3 percent for a large cold
layer. The FSSK method considerably outperforms the FSCK re-
sults with a maximum error of 4.4 percent. The reason is that,
without grouping, the assumption of a correlatedistribution is

a bad one in the presence of such large temperature differences,
while the u-function can be optimized for this problem in the
FSSK method11]. The simple two-group model indicated in Fig.

1 results in substantial improvement, reducing the maximum error
to about 2.5 percent. It is interesting to note the 2GFSCK and
2GFSSK models perform about equally well: apparently, simply
separating absorption coefficients governed by hot lines from
those present at low temperature, results in a fairly well correlated
distribution.

To achieve accuracies close to those of line-by-line calculations
for arbitrary, nonhomogeneous fields, a wide range of tempera-
tures needs to be considered, and a large number of spectral
groups needs to be establishadariations with mole fractions
tend to be much weaker, especially for S@nd will be treated as
a secondary effegt.

The Multi-Group FSCK Approach. The multi-group ver-
sions of the FSSK and FSCK methods can essentially be devel-
oped in the same way as the underlying single group models that
were developed by Modest and Zhdrg]. Consider the spectral
radiative transfer equatiofRTE) for an absorbing, emitting and
scattering mediunp16]

di,,
Ge =k lly(D =1,

1
— 0o |,7—EL#| S(8)®(5,8)dQ’ |, 3)

subject to the restriction that scattering propertigsand ® (as
well as bounding wall reflectangare gray. The RTE is now mul-
tiplied by the Dirac-delta functiod(ky,— «,(¢rer 7)), and inte-
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grated across then-th spectral grougd »,,] (containing all the 10’ ———————T—————T T
wavenumbers for that grolpAssuming the absorption coefficient F o ]
for the m" group to be correlated, this leads to 8] ]
10°F ! -
dlim g ! E
E:k(q_bfkm)[fm(-rxﬁ_i’refnkm)lb(T)_Ikm] r iy ]

1 2 10! — 2410 cm:: =
=0y lan— 7 f lan($)®(880d0 |, @ 5 F /] IIIT 2430 on e
am ¥ —— 2440 cm” =T

Where [S 10° K seeses DS wn
¥E
lm= f I 715( Km— Kn( ‘?refv 7))dn, (5) 10"
7€ 7]
fm(T'(_j)rekam)=|b(_T) ne[nm]lbn(T)g(km_Kn(‘_i’refv”))dn’ 10 . ) Filirale L T

E 1 PR TR R e
(6) 500 1000 , (}( ?00 2000
is the full-spectrunk-distribution for them-th group, which de- ) ] ]
pends on local temperature through the Planck function, and™§- 3 The scaling function — u, for several spectral locations
reference statep,; through the choice of state fot,(er, 7). icrggz :2912550_1?50 cm 0 spectral range of CO ,, where, ¢,
The first term on the right-hand-side of E@,) uses the assump- = - han percen
tion of a correlated absorption coefficient, since the absorption
coefficient can only be removed from the integral o )
k-distributions, postulating thelt,(T, ¢,ky) and fi,(T, drer, ki)
have identical cumulativk-distributionsg,, (for any Planck func-
s (T) 8(Ky— ,m))d X ,oom -

Le[nmJKW(? Mo y(T) (K= & (brer, 1)) d 7 tion temperature Therefore, evaluation dfy,, requires the pre-
calculation of two sets of full-spectrukidistributions for each of
the M spectral groups(i) k-distributionsf (T, ¢rer.Ky), evalu-
ated for the absorption coefficient taken at reference conditions
and for all Planck function temperaturéer the determination of

(7)  ay), and (i) k-distributionsf (T, ¢,ky), with the absorption
if x,(¢,7) attains identical values for each wavenumber in theoefficient evaluated at local conditions, but the Planck function

_ : only at the reference temperaturdor the evaluation of
spectral groug 7ml, Where'(’/(?fe“ 7)=kn. As for the _smgle K(Ter,#,9m)]. Oncel g, has been found using any arbitrary RTE
group model, the development is completed by replacing the i -

convenient k,-variable (which leaves the ill-behaved Colution method; total intensity is determined by summing over all

ST g h e spectral groups and integrating o ace, i.e.,
k-distribution f,,, in the RTE) by the cumulativek-distribution P group g g O\sp
evaluated at a reference temperatlyfg,

=k(¢,km)f I (T) (K= s, Prer, 1)) d 77,
ne[nml

M
Koy * 1
Il Trefs Pret - Km) = Jo Fo( Trets bret Ken) dKpy ®) I= fo Iy dn—m; . lgmdg. (13)

This is achieved by dividing Eq4) by f u(Trer, bre Kn), leading Note _that the_r_efergnce stat;.bfef. is the only state where the
to - absorption coefficient is taken in its exact form and that a corre-
lated absorption coefficient is assumed for all other states. There-
dlgm fore, it is important to choose an optimal reference state for each
E:km(Trefv‘_f’vgm)[am(TvTrefvgm)lb(T)_Igm] problem at hand. While any arbitrary value can be used for the

reference Planck function temperature, it is usually set to the same
o A . value as the temperature for the reference sfate The proper
lgm™— A Lwlgm(s )$(5,87)d0" |, ©) choice of the reference state has been discussed by Modest and
Zhang[11] and the same methodology has been followed in this
with paper.

-0y

Databasing of Spectral Groups. To aid with the grouping of
lgm= f I (T) (K= 5 ( Pres ﬂ))dﬂ/ fn(Trers brerskm)s spectral location it is of advantage to observe the typical behavior
nel 9] (10) of the scaling function

fm(Tf‘?ref:km) (11) . (¢ 7])
fm(Trefvﬁ_{)ref!km) . un((?,(?o,n): p ’Ed;o’ g

While f,, varies over many orders of magnitude with thousands of . . . .
maxima and minima, the weight functia (T, T e,g,,) is much as it varies across the spectrum, wheigis any arbitrary stan-

better behavel11,13], facilitating integration. Note that the cor-dard state to be compared witlnd is not related to the reference

am(T, Tret Om) = (14)

relatedk(¢,k,,) was rewritten a$13] state of the previous sectipriSome typical results are shown in
- Figs. 3 and 4 for a C®air mixture containing 10 percent GO
k(p,Km) =K(Tref, &,0m), (12) for a few selected spectral locations across the 2350—2450 cm

) ] ) (4.3 um band)and 3400-3500 cit (2.7 um band)ranges. This
wherek(Ter, ¢,9r) is the inverse 0f,(Trer, ¢, Kiy) given by Ed.  pehavior is seen to be consistent for all spectral locations, and also
(8). This is a consequence of the assumption of correlatednsistent with theoretical predictions for the absorption coeffi-
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Fig. 4 The scaling function u, for several spectral locations
across the 3400-3500 cm ~* spectral range of CO ,, where ¢o Fig. 6 The absorption coefficient spectrum of CO  , at 300 K

=(300 K, 1 bar, 10 percent ) and 1 bar, together with three typical spectral groups for CO >
cient: for a spectral location dominated by cold lines at 300 K, the b= bself_ 16
scaling function first decreases as predicted from the temperature by (16)

dependence of the rotational and vibrational partition function anqhI b is i idth d If broadeni h

of line widths[17]. At some elevated temperature “hot lines” withVNerebsei is line width due to self broadening, aid; the one
large lower-level energies wake up, causing a strong increase irfUe to air broadening. This ratio is fairly constant across the entire
Based on a thorough investigation of C&raling function behay- SPectrum for all gases. For GOit is approximately 0.3, which

placed,m(#,), is found by obtaining the groum, which mini-
mizes

ior, a set of 32 scaling functions were chosen as was chosen for all 32 groups here. With the group of scaling
functions defined, a scan is made across the entire spe¢inum
Un(T,X;To,Xo) steps ofA%=0.01cm'1), evaluating the absorption coefficient
5 from the HITEMP databasfl4] at a standard mole fraction of
1+bx\/-?o+A 1+bx To o En/T Xo=0.1, for a large set ofl (=23) temperatures 300KT,
T " T
To

(To)nm <2500 K. The spectral group into which wavenumber is

1+bX0 _+Am 1+bX0

—

To\?
7
(15)

and are shown in Fig. $here arbitrarily normalized withTy  Figure 6 shows the 2.7 and 4.3n CO, bands at 300 K and 1 bar,
=300 K andx,=0.1 for better discernibility Each of the scaling together with which spectral locations are sorted into three typical
functions is defined by the three parametégs, En,, andn,, spectral groups for CQ(low resolution spectral data were used
and a self broadening-to-air broadening coefficient is defined a@r better visualization The circle symbols are the absorption
coefficients of Group 2, which is a group dominated by “cold”
lines, usually making up the center of a band. Group 30 is shown
as X symbols in Fig. 6, representing a group dominated by “hot”

J
21 [U(T; X050 X0 7) —Um(Tj Xo: To,Xp) 12=min. (17)
=

3
L L R L T lines, generally located in the band wings. Finally, thesymbols
i ] are the absorption coefficients of Group 26, which is dominated
10k / by “cold” lines at low temperatures, with “hot” lines waking up
T3 at an intermediate temperature, as shown in Fig. 5; such behavior
- A/ is found in the low-ab i ions b bands. Note th
) is found in the low-absorption regions between bands. Note that,
10'k /’% once determined, all spectral locations stay in their specific group,
Sk m;"/{' independent of the local state of the gés,The same scheme for
S [ Z . . o .
g | /4!5”1"’! spectral grouping can be applied to other absorbing ddsgds
ST The full-spectrum k-distributions and their inverse
§’ = Km(To,¢,9m) may now be calculated for each group and all states
5;10_1 ¢. Making the assumption of correlated absorption coefficients,

these distributions may be compared with those evaluated at the
standard state,, leading to

10%F E

E E km(T0,¢,gm)
- ] u RO = 18
] mg(‘_f’ <_f’0 gm) km(Toy(_l)Oxgm) ( )

-3 L 1 L L L 1 L L L 1 n L L
¢ 500 (0O ®) 1500 2000 As an example, these scaling functions, forp
=(2000K, 1 bar, 10 percent) ang,=(300K, 1bar, 10 per-

Fig. 5 Standard scaling functions for CO cent), are shown in Fig. 7 for all 32 spectral groups of,C8ote
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Fig. 7 Variation of scaling function  u1,,(2000 K,300 K, g) with ~ Fig. 8 Original and smoothened cumulative k-distribution
cumulative k-distribution g for CO, base groups stretching factor g/ g e

that, for each spectral group, the cumulativdistribution ranges
from a gm min to 1. A large range of (+gm min) indicates that \herew(g,,) is a weight function(set to unity in our calcula-
group m occupies a large part of tH@lanck function weighted tions). This is followed by adjusting the values ay,, E,,, and
spectrum. All ranges summed together must add to unity. Ngt to minimize the function
surprisingly, theg-dependence of these scaling functions is weak:
because of grouping criteria, the scaling function for each wave-
number comprising groupn should have a scaling function _ 2 o
closely following uy, (¢, ¢o), i.e., should be independent gf, . fTL(Um (Um))“dxd T =min.
Therefore, at the 32-group level, we may assume the absorption
coefficient not only to be correlated, E@.), but scaled, obeying  Weight Function a. For each of the 32 spectral groups for
Eq. (2), CO,, the full-spectrumk-distributions can be calculated and da-
tabased. The required number of data points and, thus, the effi-
Ko( b, 1) =K, (o, MUn( P, do), nE[ 7m]. (19) ciency of the database is greatly affected by the smoothness of the
h h T weight functiona defined in Eq(11). This function is the ratio of
This will allow the construction of a much more compact databageo k-distributions, or, the ratio of the slopes of two cumulative
with little additional loss of accuracy. The standard state for tHedistributions (evaluated at Planck function temperaturesTof
database is taken as=(T,=1500 K p,=1 barx,=0.1) simply andT ., respectively). Therefore, the weight function is very sen-
for convenience, and should not be confused with the refereriive to the structure of the-distributions,(even though its be-
state (b,o) needed in Eq(9) to recast the RTE as a function ofhavior is much better than that bftself [11]). While Modest and
cumulativek-distribution. Since the absorption coefficient is data¢hang[11] have discussed the evaluation of the weight function,
based as scaled values at the 32-group level, the choice of refBfs becomes critical for the construction of a database. Noisy
ence state for 32GFSCK model is arbitrary. However, whef{eight functions will have detrimental effects on quadrature effi-
groups are combined, the resulting absorption coefficient is f&NCY, in particular for groups with holesanges of absorption
longer scaled, and an optimal choice for a reference state becorf@gfficient not present in the spectral group under considejation
important. in their k-distributions. Therefore, thek-distributions were
With 32 groups for C@ and the Planck function temperatureSmoothened, in order for them to produce smoothly varying
ranging from 300K to 2500K (23 temperatures 32x23 Weight functionsa. This was achieved by first smoothening
k-distributions, kn(T;,#0,9m) (j=1,-,23m=1,-,32) have Im( T, ¢0.K)/gmo(To, ¢o,K), sincea in Eq. (11) is evaluated as
been evaluated and databased. Kheistributions at any non- 49m/dgmrer (at identical values of k), where ¢o=(T,

(22)

standard state) can then be calculated as =1500 K,py=1 barx,=0.1) is the database standard state. Since
- the weight functionsa are stretching factors for the cumulative
Kn(Tj,6,9m) =Km(Tj,b0.9m)U( ¢, bo) (20) k-distribution at different Planck function temperatures, it is im-

portant to preserve the following integral during the smoothening
For most groups, the preassigned values&qr, E,,, andn,, are Process:
sufficient for use in Eq(19); however, for a few groups the dif-
ferences betweem,, [from Eq.(18)]anduy, [from equation(15)]

were large enough to call for slight adjustments. This was done by -, dg 1
first finding average scaling functions f ad gy o= f _—_m dOmo= f d9m=1—9m min
g . ' dgm,O ' g . '
m,0,min m,min
! (23)
ugm((_f’!‘_ﬁo xgm)W(gm)dgm
Im, min . ..
(Un) (P, o) = T . (21) Figure 8 shows the original and smoothened
f W(gm)dgm gl4(2000 K,(_f)o , k)/gl4,({1500 K,(_j)o , k) and 914(1000 K’(ZSO y k)/
9m, min 014, 1500 Ko, k) for Group 14 of CQ, whose unsmoothened

458 / Vol. 125, JUNE 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3 1 T —
10 ]
2 s
a(2000K,1500K) =
102} - ] 27T 1
0 0.99 .
10° ioi
% original - 5 L i
_ _ _ after smoothening K1000K, o, A ,//
Al g, (2000K,2000K, k)
10 b ———— gj (2000K,2000K. k) ]
g 2 Combined: g, +g,1
" K(1500K, ¢,, g) — ——— g,(2000K,2000K k)
% _
g K2000K, 0, 8) |-3 =
i TR T RS 1 1 L L 1 L L
0.96 0.97 0.98 0.99 174 107 10°® 10° 10* 10® 10% 10" 10° 10
g k (cm" bar")
Fig. 9 Original and smoothened weight functions ~ a and cumu-  Fig. 10 Combination of two spectral groups into one (CO,
lative k-distributions groups 3 and 4)
afunction is very noisy, especially near holes in tdistribution.
A smoothened-distribution, for nonstandard conditions, can then 1-9g,= 2 (1=gm)=N,— 2 Om>
be calculated from the standakedistribution as m m
(s)
Im Np=MpadN) —Mpyin(n) +1 27)
I (T, ¢0,K) = gmo Trer B0, k) g—0> : (24) noma min
m,

ie.,

where (s) stands for “smoothened values.” Figure 9 shows the

k-distributions at different Planck function temperature and the

correspondinga function for Group 14 of CQ, with the absorp- gn(T,gS,k)=2 Im(T, ¢, K) =N, +1. (28)
tion coefficient evaluated ab,. It can be seen that a very small "

change in the-distribution function(nearly indiscernibleresults This relation may be inverted to givig, as a function of the

in a much smoothea function. combined group’s cumulativie-distributiong,
Since different absorption coefficient regions may become im-
portant at different optical thicknesses, the database for the 32 Kn(T, 0,90 =0, (T, ¢,Ky). (29)

groups of CQ was constructed with 10k-boxes(values), allow-

ing the user to choose proper quadrature points, depending onTigs is demonstrated in Fig. 10, where Groups 3 and 4 were
problem at hand. With 32 groups, and 23 Planck function tengembined and the combingkddistribution essentially coincides
peratures and 10k-boxes(values)for each group, the size of the with the k-distribution calculated directly from the HITEMP data-
database is about 1 Megabyte. base[the only errors coming from the scaling in EQO) and the

Combination of Spectral Groups. For greater numerical ef- smoothening of equatio(24)].

ficiency (accompanied by a slight loss of accurade spectral  Use of the Database. Solving a general radiation problem
groups from the database can be combined to obtain coarser grasimgN different spectral groups requires the solution of the RTE,
models N=1,2,4,--). While the absorption coefficient can bekq. (9), for each of theN spectral groups. This in turn, requirés
assumed to be scaled at the 32 group level, this is clearly not trdefinition of an optimal global reference stafg.;, at which the
after combining groups, unless a new scaling function is dete{psorption coefficient and itk-distribution are calculated “ex-
mlnedhafter each groupln%, folloyvm(i:] the gwdelllqnes othodesécﬂyn; (ii) precalculation of a set df-distributionsk(T e, &, Grm)

and Zhand 11]. However, if we simply assume that eac 9rOURGr each group, i.e., absorption coefficient evaluated at local state

has a correlated absorption coefficient, then, since there is 1o . -
overlap between different spectral groups, kadistributions are ‘? _Pla_mck. function affr, and (iii) precalcu_laﬂon of a _set of
additive. and one obtains k-distributionsk,(T, ¢re,gm) for each group, i.e., absorption co-

efficient evaluated at the reference staig;, Planck function at

Mma{(1) S . .
_ local temperaturd (for the evaluation of the weight functica).
fn(T"_f"k)_m:mz_ ) fn(T.¢.K), (25) These distributions are extracted from the database as follows:

wheren is the new group resulting from combining a number of Step 1. Aglobal referen_ce state is chosen along the guidelines
basic groups. Since each nonoverlapping group is populated oﬁf¥Modest and Zhang11], i.e., the Planck mean temperature as
acrossy,in<g<1, the cumulativé-distribution for the combined reference temperature and the volume-averaged mole fraction as
group becomes reference mole fraction.

x i % Step 2. Keeping in mind that the database uses a standard
f fn(T,g/;,k)dk:f 2 fm(T,g/;,k)dk:E f fn(T,¢,k)dk  state of¢po= (1500 K, 1 bar, 10 percentone finds for each of the
k - k m - m Jk - i
32 groups
(26)

or km(T,(?,g):km(T,(_ﬁo,g)Um(g_l'),(_ﬁo). (30)
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At this pointk(T, ¢,g) is available for all Planck function tem- U A A

peraturegincluding T ;) and local stateg (including ¢,¢) in the F —_—— TBL
form of 100 pairs of pointsky, i ,gmi)- 011 ° FSCK(Database)
e FSCK
Step 3. If groups are to be combined into &hgroup model 9 o 2G FSCK(Database)
for greater numerical efficiency, this is now done through the use I _— 2G FSCK
of Eg. (28). In the database, groups are numbered in such a way = [ A 4G FSCK(Database)
that groups with similar scaling function,, are always next to N U 4G FSCK i

< 32G FSCK(Database)

each other, so adjacent groups should be combined. This results in N
100 pairs of pointsK, ; ,g,,) for the N combined groups.

Step 4. For all Planck function temperaturés the weight

functions a,(T,T,,9,) are calculated from the smoothened 0'°6f
k-distributions as | |
a - dgn(Tv‘_f’ref) ‘ - gn,i+1(T:‘_f7ref)_gn,ifl(Tﬂ_ﬁref) T :’d:;;;:i{i;fjb
! dgn(Trefr(Pref)‘k:k ) gn,i+1(Tref:9_bref)_gn,ifl(Treh‘_lSref). S \‘\\:t::g, ______ ,i;r;:"—:;k;:;‘_' -
n,i (31) § 5F \9 - (]
S g e
Step 5. A set ofJ quadrature points, say= 10, is chosen for 200 e B e S
the problem at hand to eventually carry out the integration in Eq. § 15t
(13) as
1 g 50 1 (om 100 150

J

IZE |n=2 Ig,ndgnNE Z leg,n(gn,j)r (32)

" " Gn,min noi=t Fig. 11 Radiative flux exiting from the cold column of a two-
where thew; andg, ; are quadrature weights and points, respe€olumn CO ,-nitrogen mixture at different temperatures (Thot

tively. For this operation, the data sets fiof(Tyer,,gy) and =2000K, /na=50CM;  Teqig=300K, fcqq variable; uniform p

. =1 bar, x¢o,=0.1, cold and black walls on both sides ) and their
a(T. Trer.On) are reduced to the correspondiagalues each. relative errorzcompared with the LBL benchmark

Step 6. Given the necessary setlaf anda,, values, the RTEs
for each of then groups are solved and results collected according
to Eq.(32).
black. The radiative heat flux exiting the cold column of this mix-
Sample Calculations ture is shown in Fig. 12, leading to the same conclusions as the

. results of Fig. 11. A number of other cases were studied and the
The Multi-Group approach and the 32-group database foy CQyme conclusions can be drawn: a substantial improvement occurs

are tested in this section by considering several one-dimensiopgen going from a single group model to a 2GFSCK model; LBL
slabs of gas mixtures with varying temperatures and mole ffa&(‘:curacy can be approached with 8 groups. However, combining

tions. A uniform mixture of 10 percent GE90 percent N (by  grups using the assumption of correlatedness makes the 8-group
volume)at 1 bar, confined between two infinite, parallel, cold anf,qe| dependent on the chosen reference sitg, and thus
black plates, is considered first to test the validity of the model in =

situations of extreme temperature changes. An isothermal hot
layer of 2000 K with a fixed width of 50 cm is adjacent to an
isothermal cold layer at 300 K of varying width. The radiative

heat flux exiting the cold column is studied and is shown in Fig. 0'2: T

11, with LBL calculations serving as benchmark. For simplicity, a : — LBL ]
simple trapezoidal rule was used in the LBL calculationith a 0.18F ©  FSCK(Database) .
resolution of 0.01 cm') and the accuracy of the LBL results &« n """ gé%CKD - 1
should be expected to be withinl percent. The Mult-Group .. A  ° B (Database) 3
FSCK results calculated directly from the HITEMP datab 0185 ke 1

_ : y Trom the atabase are _ A 4G FSCK(Database)

shown by lines, while the symbols represent results using the &~ %\ ______ 4G FSCK

32-group database for GO which assumes a scaled absorption %0.14; \ < 32G FSCK(Database)
coefficient at the 32 group level. The 32-group model, with its e . —----- 32G FSCK
scaled absorption coefficient, is independent of the choice of ref- 012k N
erence state, while for combined groups, the reference state rec- o.__ .
ommended by Modest and Zhaftl] was used. As can be seen o T e O 0
from Fig. 11, the direct FSCK results and those from the database 0.1 ]
are in very good agreement. Note that there is a substantial im- : . 1
provement when going from a single group mo@esCK) to a A/

2GFSCK model, with the maximum error changing from 11 per- & 0‘!§§$—’-’-’4i_‘5£-’:§;;;;;LJ;L;E:'-‘;‘—":‘——':-’—*‘
cent to less than 4 percent. The improvement from 2GFSCK to § 5t "'\.o ’"'O**'** 0
4GFSCK is not as large and LBL accuracy can essentially be 5 e L [T S
achieved with 8 or more grougsvithin the limits of quadrature 210t
error for both LBL and FSCK 3

The next example considers a EON, gas mixture with both = -15¢
a step in temperature and a step in mixture ratio. The medium is 20 ) ,
again a one-dimensional slab with a hot lag2000 K, 20 percent 0 50 I (cm) 100 150

CO,, 50 cm width)adjacent to a cold layef300 K, 50 percent

CO,, with varying cold layet ;). The wall next to the hot layer is Fig. 12 Same as Fig. 11, except that Xpe=0.2, Xcq=0.5 and
at 1000 K and that next to the cold layer is at O K, with both wallghe left wall is at 1000 K
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cannot be databased efficienfly contrast to the 32-group model, Q) = solid angle, sr
which uses a scaled absorption coefficient and is, thus, indepen- o5 = scattering coefficient, cit

dent of the reference state Subscripts

0 = standard state for database
t_) = blackbody emission

Summary and Conclusions
A multi-Group Full-Spectrum Correlateki-distribution model

(MGFSCK) has been developed, in which the spectral locations i lslzgcc::atl)lgroup
are broken up intd\ spectral groups, based on their absorption max = maximum

coefficient dependence @partial) pressure and temperature. Like
all k-distribution based methods, the MGFSCK model can be used
with any desired RTE solution method. Like all global models, the
MGFSCK method is limited to gray scattering and gray walls.
And, like with the 1-group full-spectrunk-distribution method
(FSK), mixing gases through the multi-grodpdistributions is
problematic, requiring further investigation. A 32-group database
based on HITEMP was built for CQand tested for problems with References
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Introduction [12,13]. Numerical and theoretical models have been developed
Optical properties of materials have been extensively studi sed on either the wave optics or geometrical o;{tlc_ §15].

: . : - : oenderink et al[16] derived a BRDF model by assuming that a
especially for some industrial materials and theories have bererEJ h surface is composed of spherical cavities. The so-called
well established. Silicon is one of such materials because of ‘ﬁngation curve” can bg ex Iainedpb this kind of 'itted surface
unique physical and chemical properties, and its application in S exp Y d of p .

. ; mogdel. Tang and Buckius 7] developed a statistical model with-
microelectronics technology and other areas. The temperature Al cing rav tracing. Hebb et A118] discussed the effect of
wavelength-dependent optical constants can be obtained throu% g ray 9- o . -

trface roughness on the radiative properties of patterned silicon

the semi-empirical relations, as summarized in the review by -Ijvafers assuming that thin-film ootics is applicable when the
mans[1]. For a silicon wafefor film) with parallel smooth sur- 9 P pp

oo ; : velength is long enough.
faces, the radiative properties can be computed theoretically an apid thermal processingRTP) is a promising technique to

the resulis agree with the measured emittance in a broad WavEslace the conventional batch furnace used in the microelectronic
length region at elevated temperatufés2]. On the other hand P

L : f ) * fabrication [1]. Lightpipe radiation thermometerd PRTSs) are
the radiative properties of silicon wafers with rough surfaces aré mmonly used to monitor the wafer temperature during the pro-
still undergoing extensive research, mainly on the emittance apgmonly used to r . P : 9 P
reflectancd3—9]. cessmfg.hThe(lnftrlnsm) emittance,s, or the effective emittance, )

For a rough surface, both the emission and reflection are rela %ﬁ ’n;)ontqeete\:v?egtdirl%.zt 2b0e] (ﬁtgnr? 'neigtg;easdg;m;goﬁ?gggzé €
to the roughness parameters. The reflection can be described. ‘ytl doped silicon W'afer.s are sgmitrans arent at wavelen t,hs
the bidirectional reflectance distribution functigBRDF). The gntly dop ansp 9

g‘{Pater than about 1,2m. The wafer emittance not only depends

[?eRaIIzF agner(;ifr-ilplasc/eccuolgrslfotie()fatnhdreg gi?frl?sgrl%r:;i)’olﬁz.ﬁt aMs gﬁ; ur n the doping level and thickness but also depends on surface
' ’ i ghness.

- I
search groups have measured the emittance and BRDF of rou . . . L .
group Béemltransparent materials also find applications in other areas.

surfaces. Vandenabeele and Md&f and Abedrabbo et al4] rQ:igmond films formed by chemical vapor deposition were used as

investigated the effects of backside roughness on the emitta : . : - ; .
and used a one-parameter model to predict the effective transrijerotective coating for optl_cal wmdov{ﬁl,zz]_, semitransparent
asks were used in photolithograpf®8]; semitransparent crys-

tance. Drolen[5] reported the BRDF measurement results fOrIn”. i | f d Kets | I hi
twelve spacecraft thermal control materials. Germer and Asmigline stlicon solar cells opened new markets in solar architecture

[6] and Murray-Colemann and Smifff] described their gonio- and automobil_e industry for _glass sliding _roc[ts4]_. Montecchi
metric tables for measuring BRDF and surface scattering. Sh Tr.1a|'.[25] S.tUd'ed the transmittance of a slightly inhomageneous
et al. [8] measured the BRDF of several silicon wafers, whosBin film with rough unparallel interfaces. Andersen et [a6]
root mean squar@ms) roughness varies from 0.1 todm. Shen eveloped a bidirectional photogoniometer based on digital imag-
and Zhand 9] described a bidirectional reflectometer and used f#9 t€chniques to measure the BTDF of advanced fenestration

to obtain the in-plane and out-of-plane BRDFs of silicon waferdnterials for building daylight design.
The empirical and physical BRDF models have been appliedThe present work deals with the effects of surface roughness on

extensively in computer graphics and machine vi§ib®11]. The (he radiative properties of silicon wafers. Most available BRDF
BRDFs have also been used in the description of earth surface@?dels are only applicable to opagiez semi-infinite)media and

remote sensing and in the reflectance modeling of LCD displa{fy radiation incident from an optical sparse medium to an optical
ense medium. For a semitransparent wafer, however, one needs

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF to C.OnSIder the reflection .fOI’ ra.d|at|on from the. silicon Waf.er to
HEAT TRANSFER Manuscript received by the Heat Transfer Division June 26, 2004n€ interface. To accomplish this task, a statistical model is em-
revision received November 20, 2002. Associate Editor: G. Chen. ployed with a randonmi{Gaussianksurface roughness. This model
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can be applied to various surface roughness profiles including the
pitted surface. It is assumed that the global roughness character-
istics can be used to represent the local ones. A Monte Carlo
method is applied to trace the ray path between the interfaces to
simulate the radiative processes in the wafer with one or both
surfaces being rough. The radiative properties, including emit-
tance, reflectance, transmittance, BRDF, and BTDF, can be ob-
tained in the same run. The method used here is similar to that
used in deriving the BRDF models from geometric opfi¢§],
hence is subject to the same limitation as geometric optics. Tang
et al.[27]illustrated the domain of validitywithin 20% error)of

the geometric optics approximation to be XY.2osf<o<2a,
whereo is the rms roughness heiglatthe surface autocorrelation
length, \ the incident radiation wavelength, aml the incidence
angle. The interference and polarization effects are not included in
the simulation. The effect of wave interferences between two sur-
faces of the wafer is often negligible with the presence of surface X
roughness, except when the wavelength is much greater than the

rms roughness height. For semitransparent materials, the resulfiigg 2 Reflection and refraction at a micro-facet, where n is the
BRDF and BTDF will have a lateral extent around the illuminatunit normal of the micro-facet. Notice thats  , s;, and s are the
ing point. It is necessary to ensure that the standard deviation4pft directional vectors for the incidence, reflection, and trans-

the distribution radius is small compared with the observation spgission (refraction ), respectively.

[28]. For the lightly doped silicon witfi,,=500°C, the refractive

index is about 3.5. The corresponding critical angle is about 16.6°

so that most rays with large polar angles will be absorbed inside ) ) o
the wafer, resulting in a small distribution radius. The specular reflectance is a function of the incidence angle,

refractive index, and extinction coefficient. For an unpolarized
radiation ray, the specular reflectance can be expressed as

The Ray-Tracing Method for the Radiative Properties

For a typical silicon wafer, the rms roughness heigfis much p=(pptp,)2 (3)
smaller than the wafer thickness, and the diameter of the waferjgere p, and p, are the reflectances for parallel and
much greater than its thickness. As shown in Fig. 1, at the maserpendicular-polarized radiation, respectively. Without a coating,
roscale the wafer surface is flat, at the mesoscale it is articulated,and p, can be computed from Fresnel's equations by neglect-
and at the microscale the surfage micro-facet)is considered ing the small extinction coefficient of lightly doped silica9].
flat again. From now on, the term of “surface” will be reservedn the case when there exists a thin layer of oxide, nitride, or a
consistently for the macroscale and mesoscale, and the termngdtallic coating, thin-film optics can be used to comppiteand
“micro-facet” for the microscale. It is assumed that the radiatiop , as in the work of Tang et aJ30]. Coating effects, however,
ray is reflected specularly on each micro-facet. are not included in the present paper, because the emphasis here is

As shown in Fig. 2, the inclination of the micro-facet is denotedn semitransparent wafers.
by the angles between the normal direction of micro-facet and The statistical model developed by Tang and Buckili]
the surface normal of the wafémacroscale). The slope of thepased on geometric optics does not require ray-tracing and can be
micro-facet is tar, whose statistical distribution is assumed to b@sed to calculate the first-, second-, and higher-order scattering for
a Gaussian function. The probability can then be expressed asan opaque surface with two-dimensional random roughness. How-

1 tarf & ever, this_ mgthod cannot bc_e easily extended to_s_emitra_nsparent
_\/_ Xy~ —pr 1) wafers with internal absorption because of the difficulty in han-
by

dling multiple reflections. The application of ray-tracing method
. _ . to obtain scattering distribution often starts with the generation of
whereb/v2 is the standard deviation of micro-facet slope, or rmg yanqom rough surface; the reflection at the interface is deter-
slope. The rms roughness, rms slope, and autocorrelation lengff\oq based on the local curvature of the striking pdBtt].
are related by14] When both sides of the wafer are rough, the generation of random
b=2cg/a (2) rough surfaces and the determination of the path length and shad-
owing functions can be very complicated. In the present study, we
present a ray-tracing method that does not require the develop-
ment of surface profiles. In addition to the assumption that geo-
metric optics is valid, two more assumptions, as discussed above,

are also needed for this model to be applicafil¢the rms rough-
ness height is much smaller than the thickness of the wéder;
— the lateral extent of multiply reflected rays is much smaller than
the beam diameter. In the computation, all the rays are incident on
o

p(tanéd)=

Mesoscale Microscale

the origin, as shown in Fig. 2, while the orientation of the micro-
facet is randomly generated for each ray to simulate the surface
roughness.

The procedure begins with illuminating a large number of ra-
diation rays at one surface of the wafer from a specific incident
direction (0, , ¢;). Since the surface is assumed to be isotropjc,
is set to zero in all calculations. The slope distribution of the
micro-facet at the striking point is determined by E#y). There
are several ways to deal with a Gaussian distribution, including
the rejection technique, look-up table by inverting the cumulative
Fig. 1 Surface at different scales standardized Gaussian distribution, and summation technique ap-

Macroscale
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plying the “central limit theorem” in probability theory. However,
one of the simple ways to calculate the slope is by using two
(uniform) random numbersR; andR,) from

tans=b\—InR; cog27R,) (4)

It has been shown in Ref32] that tans obtained from Eq(4)
obeys the Gaussian distribution described by (Eg.The absolute
value of Eq.(4) is used here to ensure thats always positive.
Another random numbeR; is used to choose the azimuthal angle

of the micro-facet, i.e.p=27R;. As will be discussed later, the @ (b)
azimuthal angle is further limited by the constraint prescribed by

shadowing and masking. 10

After the orientation of the micro-facet is obtained, a new ran- 0.9 1 ;
dom numbeR, is generated to determine whether ray is reflected. »o08{ Zi;‘: i
If R, is less than the reflectangecalculated from Eq(3), the ray ZE 07 e aio=10 il
is reflected; otherwise, it will pass through the interface and enter _‘é’ 06 1 ;':,"-
the other medium. Because the micro-facet can be treated as a & g, | i
smooth surface, the reflection angle is equal to the incidence angle & | !
and the refraction angle is related to the incidence angle by Snell’s == ~ H
law. The direction of reflection or refraction is obtained by a vec- g ] {
tor analysis. The unit vector of the reflection directiog) (is & 021 I/
determined from those of the incidence directiaq) (and the 0.1 1 J
micro-facet normaln) by 0.0 . : : . . , .

0 10 20 30 40 50 60 70 80 90

s=s+2ncosp (5)
Reflection polar angle, 8, (degrees)

wherep is the incidence angle (cgs=—s-n) as shown in Fig. 2.

The unit vector of the refraction directios;] can be expressed asFig- 3 Re-striking probability: ~ (a) rays reflected downward,  (b)
rays reflected upward, and (c) re-striking probability for upward

siny sin ) reflected rays.
= n

S=ging S (6)
ficient, it is reasonable to assume that a ray is absorbed if the

where v is the refraction angle (cog=—s-n). Egs.(5) and(6) generated random number is greater than the local reflectance. For
can also be applied to the rays that impinge on the surfaaesemitransparent medium, which is the case in the present study,
from inside the wafer, by reversing the angles of incidence amah appropriate value of thickness of the rough peak in the direc-
refraction. tion of propagation is needed to compute the absorption proba-

Multiple reflections between micro-facets and the effects difility as discussed in the following paragraph. Here we assume
masking and shadowing are considered in the present stuil§..m as an average thickness. The error caused by this assump-
Among all requirements for masking, appropriate valueg ahd tion is usually in the high-order scattering and has little effect on
¢ must be taken such that the resultifgs less thanm/2. The the calculated BRDF and reflectance.
consideration of shadowing is much more involved. As shown in If a ray enters the mediurtsilicon wafer), it may bounce up
Fig. 3(a), if a radiation ray illuminates a micro-facet and is reand down between the two surfaces of the wafer. The probability
flected downwardi.e., the reflection direction still points towardsfor the ray to be absorbed by the medium can be calculated
the opposite medium at the interfacéhen the ray will restrike from the actual travel distanaband the absorption coefficient by
another micro-facet at the interface from the same medium &s exp(—ad), keeping in mind that the height of the roughness
before. The associated re-striking probability is unity. Thereforpeak is neglected as compared with the thickness of the wafer.
the preceding process must be repeated, and the micro-facet @hie loss due to scattering is assumed to be negligible because the
entation and the incidence angle need to be updated accordinglystalline wafer can be treated as a homogeneous medium. If a

-1

p(6,,b)= +1

for the re-striking ray. On the other hand, FigbBindicates that a generated random number is greater than the probability of ab-
ray is reflected upward and points towards the same mediumsasption, the ray will travel through the medium and strike the
the incident ray. In this case, the ray may hit another micro-facetpposite surface. The treatment of the reflection and refraction is
This phenomenon can be described by a shadowing functi@imilar to those as the ray is incident from the outside. However,
which determines the probability that a reflected ray does ntuital internal reflection must be considered since the ray is from
re-strike another micro-facet. The shadowing function introducenh optically dense medium to an optically sparse medium. The
by Smith[33]is utilized here, i.e., process continues until the ray is absorbed by the medium or
leaves either surface of the wafer. The rays leaving from the top
b % M surface contribute to the second-order BRDF and reflectance.
N exp — pz| —erf b (7) " Those escaped from the bottom surface are counted to the BTDF
and transmittance.
where 6, is the reflection polar angle with respect to the wafer As demonstrated in Fig. 3, the rough valleys will entrap some
surface u=tan(90°- 6,), and “erfc” denotes the complementary radiation rays outside and inside the medium. The refraction and
Gaussian error function. The corresponding re-striking probabilitpternal reflection by the rough surface will cause certain rays to
is 1—p, which is plotted in Fig. 3(cks a function of the polar be scattered into larger polar angles inside the medium, and there-
angle of the re-striking ray for several valuesar. If the re- fore, these rays will take a longer path inside the medium. Total
flected ray does not re-strike another micro-facet, it is counted iimernal reflection will trap some rays inside the medium until they
the first-order BRDF and reflectance. Otherwise, the ray may hee absorbed. As a result, the probability that the ray is absorbed
reflected or absorbed by a local micro-facet at the re-striking l@vill increase due to surface roughness. The absorptance, which is
cation. If then the ray is reflected, the preceding process for a rae ratio of the number of the absorbed rays to the number of
reflected upward will be repeated until it does not re-strike anothieicident rays, will therefore be enhanced. The spectral-directional
micro-facet or is absorbed. An assumption has to be made for #mittance is equal to the spectral-directional absorptance, accord-
absorption. For an opague medium with a large absorption coéfg to Kirchhoff’s law.
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The BRDF, defined as the ratio of the reflected radidimten-
sity) to the incident irradiancéradiant power flux [8,9] can be
computed by

1 AN,

fr(0|v¢|16rx¢r) Ni COSHrAwr’ (8)
whereAN, is the number of rays, reflected at the incidence inter-
face (first-order)and escaped from the medium at same interface
(second-order), in the directiod(, ¢,) within a solid angle\ w, ,
andN; is the number of incident rays in the directiofy (¢;). The
(directional-hemisphericafeflectance is obtained by dividing the
total number of rays reflected at the incidence interface and es-
caped from the medium at the same interface by the total number . : .
of incident rays. The BTDF an@lirectional-hemisphericatrans- 10 15 20 25 30 35 40 45 50
mittance can also be define_d and computed using the same methot Wavelength (um)
for a semitransparent medium.

Due to the statistic characteristics of the Monte Carlo method,
the simulation results cannot be smooth curves or surfaces. The 100
variation is small around the mirror-reflection direction since a _~
large amount of bundle rays are concentrated at this direction. '
Therefore, the obtained BRDF or BTDF must be post-processed % 10 -
by a low pass filter such as moving average filter to remove
noises.

Refractive index

Refractive Index and Absorption Coefficient of Silicon

Absorption coefficien

Although the above ray-tracing method is not limited to silicon o1 1
materials, the aim of the present paper is to study the radiative
properties of semitransparent silicon wafers in rapid thermal pro-
cessing systems. For lightly doped silicon, there exist different 0.01 . . : . . . ,
absorption mechanisms that affect the absorption coefficient in 10 15 20 25 30 35 40 45 50

different spectral regions. In the near-infrared region, high-energy
photons can create electron-hole pairs. Since silicon has an indi-

rect band gap, the tranSI.tlon of electrons is apcompanlgd by. pfﬁé 4 Calculated (a) refractive index and (b) absorption coef-

non emission or absorptlc{d,i%é_l]. The absorption Coeﬁ'c'ent IN- ficient of lightly doped silicon, using equations from Timans [1]
creases as the photon energy increases. An absorption edge occurs

near the band gap with a very low absorption coefficient. Impuri-
ties coupled with thermally excited electrons are responsible for
the absorption in the mid-infrared. Lattice vibrations also cau

some absorption between 6 and 2&. The band-gap enerdy, |
in eVis temperature dependent, and for silicon up to 800°C, it cqg

Wavelength (um)

m (typical wafer thicknesswhen =125 cm' 1. One can see

be expressed 485] the other hand, silicon wafers are opaque at wavelengths shorter
2 than 1um.
E4(T)=1.155—-4.73x10"* 9 . :
o) 635+T © Results and Discussion
where T is in K. The corresponding band-gap wavelengty, The simulation is based on bare silicon wafers with a thickness

rom Fig. 4(b)that, at wavelengths beyond the absorption edge,
ightly doped silicon wafers are essentially transparent at room
mperature and semitransparent at temperatures below 700°C. On

=1.24/E, [um], varies from 1.12um at room temperature to of 625 um. The convergence has been carefully tested to ensure
1.43 um at 1000 K. Various equations for calculating the refraoneaningful statistical results. For the computation of emittance,
tive index and absorption coefficient of lightly doped siliqoiop- reflectance, and transmittance, a total number of one million ra-
ant concentration less than ®@m~%) were summarized in the diation rays are necessary to achieve a relative error of 0.1%. As
review given by Timan$1]. The calculated refractive index andto BRDF and BTDF, however, at least 100 million rays must be

absorption coefficient as functions of wavelength at different temfluminated to obtain a relative error of 5% when the absolute

peratures are shown in Fig. 4 for wavelengths from 1 tars. value is under 0.1. The corresponding relative error of BRDF at
The refractive index was obtained using the equation given iBye mirror-reflection direction is less than 0.5%, and the compu-
Jellison and Moding36] for 0.4um<\<\4 and the equation tation time is from one to two hours, depending on the values of

given by Li[37] for Ag<<A <5 um. Extrapolations are made to absorption coefficient and the surface conditions.

extend the temperature range to 700°C for both equations. AnThe calculated BRDF for a slightly rough and opaque silicon
extension of the wavelength ranges is made for both equationsstiface at room temperature is shown in Fig. 5 at a wavelength
cover the region around the band gap. Timahkshowed that A =635 nm. At this wavelength, the refractive index of Si is 3.85.

these extrapolations agree with experimental data reasonably wéhe absorption coefficient is sufficiently large 4,000 cmt) for
For wavelengths from 0.4 to 0.94m, the absorption coefficient is the wafer to be opaque but the extinction coefficien0.02) is

obtained from the equation for calculating the extinction coeffsufficiently small to be neglected in the computation of reflectance

cient given by Jellison and Moding6]. For wavelengths from by Fresnel's equations. The surface roughness paranieter

0.95 to 5um, the absorption coefficient can be calculated as (&= 20/a) is 0.2, corresponding to an rms inclination of 8°. The
superposition of the contributions of band-gap absorption afRtidence angles; is 45°. A clear specular peak appears at the

free-electron absorption, since lattice vibration is negligiblgnirror-reflection direction §, =45° and¢,=180°) with a BRDF

[3,38]. value of 31.5 st¥. The angular resolution used for this figure is 1°
Notice that the radiation penetration depth is the inverse of tiier polar angle and azimuthal angle, thereforaw,

absorption coefficient, i.e., the penetration depth will equal to 0:8(7/180) sin 6, , which is a function ofg, . Because the silicon
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Reflection angle, 6, (degrees)
Fig. 6 The in-plane (¢,=180°) BRDF for different incidence

R angles at A=635nm and for a/o=8.7: (a) numerical results;
and (b) experimental data from Shen and Zhang [9]

Polar angle, 0, (degrees)

10 %.,\

o.mwdbl/_: experimental results may be associated with the assumption of
0 : : : : : this statistical model, that is, it does not completely describe the
120 130 140 150 160 170 180 characteristics of a rough surface. In the present modeling, only

one parametdn is employed and, as a result, the roughness profile
is not fully reserved. Two roughness parameters such as the com-
bination of the standard deviation of heightand the autocorre-

Azimuth angle, ¢, (degrees)

Fig. 5 Calculated BRDF of an opaque surface for incidence
angle @,=45°

90

surface is isotropic, the BRDF is symmetric about the plane of N
incidence ¢, =180°). The small rms slope contributes to a sharp 75
specular peak. For a one-dimensional random surface, it can beg
verified that the BRDF has a shape of Gaussian distribution. The
portion of BRDF where its values are below about Isrepre-
sents the off-specular lobe.

The calculated in-plane BRD{ke., the reflection direction is in
the incidence plane ot),=180°) is shown in Fig. 6(agat \
=635 nm and fora/c=8.7, as compared with Fig.(6) the ex-
perimental data from Shen and Zhdi®g for a silicon wafer with
similar rms roughness slope at the same wavelength. Since the.
experiments were done with a constant detector area, a constan.
solid angle, independent @ , must be applied. Corresponding to B . : i
the half cone angle of 0.5°, the solid angle of 2380 * sr* is s 1 I
applied only for this figure. The trend of computed BRDF agrees : D DR R

|
i

le, 6, (degree:

T = 800 °C, .= 0.955 pm |

3o-j'¥i—‘ - .;,/ i

1S510N ang

Em

well with the experimental data. For example, the peak values
increase with incidence angles. The reciprocity rule of BRDF, 0 R S
which states thatf,(6;,¢;;6,,¢,) should always equal 1 10
f(0,,¢;6;,¢)), can be observed approximately from the
curves. The predicted peak BRDF values, however, are greater
than measured data at small incidence angles but smaller at laggg 7 Contour plot of the emittance of opaque silicon sur-
incidence angles. The discrepancies between the predicted &#s versus emission angle and the parameter  a/o

alc
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Fig. 9 (a) Radiative properties of a 0.625-mm-thick silicon wa-
fer versus wafer temperature, where the radiation is incident on
0.5 T T T T the rough side and the other side is smooth (Case 2); and (b)
(¢ T,=500°C,alc=5 The difference between the radiative properties of Case 2 and
Case 1 defined in Fig. 8
0.4 Case 1
3 o L
g 031 g """"" ues. These conditions are the same as those used in the RTP test
g bed at NIST[19]. A largera/o corresponds to a more specular
Z 02 surface. As a radiation ray impinges on a smooth surface, the
s reflectance can be obtained from E§) and the absorptander
&= emittancefor an opaque surface equals one minus the reflectance.
0.1 - A nearly constant portion of unpolarized radiation will be ab-
sorbed for different incidence angles. Beyond Brewster’s angle
00 - 1 (about 75°), the emittance will decrease rapidly to zero. The re-
’ . r . . sults for largea/o agree with the theoretically calculated emit-
0 1 2 3 4 5 tance for an opaque medium with a smooth surface. Within a large

range of incidence angles and valuesab#, the emittance varies
little, between 0.65 and 0.7. As the surface gets rougher, more
radiation will be entrapped in the rough valleys, resulting in a
larger emittance. If the surface rough valleys can be viewed as
black cavities, the emittance will approach unity. Special attention
should be paid to emission angles close to 90° where the geomet-
ric optics approximation is not valid.

The emittance, reflectance, and transmittance spectra for nor-
mally incident radiation are given in Fig(8, (b), and(c), respec-
tively, with different surface conditions. Specifically, four cases

lation lengtha may be needed to better describe the surface i’ considered hfere. Case' L bOth. sgrfage§ are smooth; Case 2:
crostructure. Distribution functions other than the Gaussidf!ly One surface is smooth; the radiation is incident on the rough
function given in Eq(1) may be needed to better characterize thaurface; Case 3: only one surface is smooth; the radiation is inci-
micro-facet slope distribution. Note that the measusetbr the dent on the smooth surface; Case 4. both surfaces are rough. The

test wafer surface is 0.2am [9]. Hence, the geometric-opticsroughness parametafo is set to 5. As the wavelength increases,
assumption may be problematic at large incidence angle®; Atthe refractive index decreases, while the absorption coefficient

Wavelength, A (um)

Fig. 8 The spectral radiative properties of 0.625-mm-thick sili-
con wafer: (a) emittance; (b) reflectance; and (c) transmittance.
Case 1. Both surfaces are smooth; Case 2. Only one surface is
smooth, the ray is incident on the rough surface; Case 3. Only
one surface is smooth, the ray is incident on the smooth sur-
face; Case 4. Both surfaces are rough.

=60°, 0.2Ncos6=0.254~c¢.

Figure 7 shows the calculated emittancexat0.955 um and
for a wafer temperatur&,,=800°C for a large range af/ o val-

Journal of Heat Transfer

decreases until 1.44m and then increases. As seen from these
figures, the wafer is opaque at wavelengths shorter thauh2
In this opaque region, the emittance goes up but the reflectance
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Fig. 10 The BRDF and BTDF of a semitransparent silicon wafer at A=1.7 pm and 6;=30°, for T,
=500°C and a/o=5: (a) incident on rough surface, the other side is smooth; (b) incident on smooth
surface, the other side is rough; and  (c) both surfaces are rough
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goes down as the wavelength increases, due to a decrease inthter. This indicates that BRDF is more sensitive to the rough
refractive index. It can also be seen that, in the opaque regigarameters of incident surface, whereas BTDF depends on both
the reflectance and emittance change little for such a slightiurfaces. Notice that the figure of BTDF in Fig.(€phas a linear-
rough surface, because shadowing and masking have essentiigle BTDF axis and the difference of the transmittance between
no effect. these two cases is about 0.1. The BRDFs in Fig$a)land (c)

In the wavelength region between 1;@n and 1.4um, the have an unreasonable peak at graze angles. This is due to the
emittance decreases sharply and the corresponding transmittate@ly-zero cosine term in E¢8) and the shadowing function of
increases rapidly. Hence, the wafer becomes semitransparentFals (7) cannot completely prevent the rays coming out at those
the wavelength further increases beyond ir, the emittance angles. As a result, a small uncertainty in the number of rays at
goes up again, whereas both the reflectance and transmittancéhgse angles can yield a large uncertainty in the computed BRDF.
down. The effect of internal absorption is clearly demonstratélfith a more reasonable surface profile instead of a statistical
since the extinction coefficient is negligible in computing thénhodel, this kind of “ghost”peak may be avoided.
micro-facet reflectance using Fresnel’s equations. For Case 1, the )
reflectance, transmittance, and emittance can be computed fiefinclusions

geometric optics. The Monte Carlo simulation results agree with A Monte Carlo model is developed using the micro-facet con-
the exact solution within a relative error of 0.1% for the emitcept and ray-tracing technique to compute the radiative properties
tance. In the semitransparent region, the emittance is enhancedpin opaque or semitransparent silicon wafer with rough surfaces.
the surface roughness, especially when both surfaces are roggfher than applying a BRDF model, the radiation rays are traced
(i.e., the emittance for Case 4 is the highedotice that the djrectly in the rough valley as well as inside the wafer. One of the
emittance for Case 2 is lower than that for Case 3. The reasorat$vantages is that the specular BRDF peak, the important compo-
explained as follows. Notice that the incident rays are normal ffent of surface reflection is reserved. Multiple reflections between
the macro-surfaces of the wafer. When a ray enters the wafer frnicro-facets, masking and shadowing, and total internal reflection
the rough surface, as in Case 2, the refracted ray is inclined by & considered in the present study. The optical properties of
angle &' equal to sin’(sin &n), whered is the inclination of the lightly doped silicon are obtained from the literature. Silicon wa-
micro-facet anch is the refractive index of silicon. This inclined fers are semitransparent at wavelengths beyond the band gap
ray impinges on the smooth surface with an incidence angle equdlen the temperature is below 700°C.
to 5—4&'. On the other hand, when a ray enters the wafer from the The radiative propertie@ncluding emittance, reflectance, trans-
smooth surface, as in Case 3, it will reach the rough side withomittance, BRDF, and BTDFand their dependence upon the
inclination and hit a micro-facet. Assuming the micro-facet slopegavelength of the incident radiation, incidence angle, and the wa-
are the same, then the incidence angle is equél The probabil- fer temperature and thickness are exploited based on the Monte
ity of total internal reflection will be greater in Case 3 than irCarlo model. The trend of computed BRDF is consistent with the
Case 2. Even without total reflection, the reflected rays in generdperimental data. The BRDF peak values increase with incidence
will travel a longer distance in Case 3 because of the larger incéingles. The simulation results demonstrate that rough surfaces can
nations of the reflected rays as compared to those in Caseefhance the emittance, while reducing the reflectance and trans-
Therefore, the internal traveling distances and the absorptigrittance. With only one rough surface and at normal incidence,
probability are greater in Case 3, resulting in a larger absorptartbe case when rays are incident on the rough surface has lower
(emittancebut smaller transmittance and reflectance than thoseémittance but higher reflectance and transmittance than the case
Case 2. Thorpe et dl39] measured the directional-hemisphericaivhen rays are incident on the smooth surface. The effect of the
transmittance of one-side smooth and one-side rough diamodfer temperature on the radiative properties is the strongest
films, and observed that the normal transmittance is greater whehen the silicon wafer is neither opague nor completely transpar-
the smooth side faces the incoming beam. For oblique inciden€®t (i.e., in the semitransparent regjoiThe BRDF is mainly in-
the difference would be smaller. fluenced by the surface on which rays are incident; on the con-
As \=1.7 um and fora/o=5, the relationship between thetrary, the BTDF is sensitive to the conditions of both surfaces and
radiative properties and the wafer temperature is plotted in Figecomes nearly uniform when both surfaces are rough.
9(a) at normal incidence on the rough side of a one-side smoothThe disadvantages and limitations of this statistical model have
wafer (Case 2). As expected, the emittance, reflectance and trapgen carefully examined, as well as the convergence and compu-
mittance change little below 200°C, when the absorption is nefition accuracy. Concerning the algorithm, the shadowing func-
ligibly small at this wavelength. The emittance will increase frordon is the central part on which further research work would be
zero to 0.68 at above 700°C when the wafer becomes opaquenfigded, especially for semitransparent materials. Another issue to
contrast, the transmittance will reduce from its room-temperatu€ resolved is the absorption probability as the optical ray re-
value of 0.52 to zero. The corresponding reflectance decreagiiées a rough micro-facet, i.e., when the multiple reflections
slightly from 0.48 to 0.32. Figure(B) demonstrates the effects ofneed to be considered. Despite of these problems, the methods
the roughness by showing the differences in the radiative propggvelope.d here can help un.derstand the radiative behqwor of vari-
ties between wafers with one-side rough surfd@ase 2and both OUS Semitransparent materials and may also be applied to other
smooth surface¢éCase 1). These figures indicate that the rougiPPlication areas.
ness has less influence on the reflectance than on the emittance
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Temperature Measurements

Using a High-Temperature

Blackbody Optical Fiber
bavia 8. Barker | Thermometer

Matthew R. Jones A blackbody optical fiber thermometer consists of an optical fiber whose sensing tip is
e-mail: mrjones@et.byu.edu given a metallic coating. The sensing tip of the fiber forms an isothermal cavity and the
emission from this cavity is approximately equal to the emission from a blackbody. When
Department of Mechanical Engineering, a short length of the fiber is exposed to a high temperature environment, the temperature
Brigham Young University, 435 CTB, at the sensing tip can be inferred using the standard two-color approach. If, however,
PO Box 24201, Provo, UT 84602-4201 more than a short length of the fiber is exposed to elevated temperatures, emission by the

fiber will result in erroneous temperature measurements. This paper presents experimental
results that show it is possible to use additional spectral measurements to eliminate errors
due to emission by the fiber and measure the tip temperature. In addition, the technique
described in this paper can be used to obtain an estimate of the temperature profile along
the fiber. [DOI: 10.1115/1.1571085

Keywords: Heat Transfer, High Temperature, Inversion, Measurement Techniques, Ra-
diation

Introduction profile existing along the fiber and the properties of the fiber and

. i the cavity, this model predicts the spectral intensity existing the
Blackbody optical fiber thermometef©FT) are created by fiber and the irradiance incident on the detector. An equation re-

coatin.g the t_ip ofan optical_ fiber with a highly condug:tive, OPaqUfE g to as the signal measurement equat®ME) provides a
materlal_. Th's creates an isothermal cavity at the tip of the flb?élationship between the temperature profile along the fiber and
that emits like a blackbody. Based on measurements of the emjgs o thut of the detector. The SME accounts for emission by the
sion exiting the opposite end of the fiber, the temperature of thga ang attenuation in both the fiber and the optical system as the
tip can be estimated using Planck’s 1@%}. Compared to thermo- |ight travels from the blackbody cavity to the detector. An uncer-
couples or other temperature measurement methods, OFT gfigity analysis was preformed to quantify the precision of the
more stable, have a wider dynamic range, and are more capablg@fgictions based on the SME. Spectral intensity measurements
withstanding harsh environmerig. were obtained while the fiber was inserted into a laboratory fur-
In many applications only the sensing tip and a small length @kce, and a conjugate gradient algorithm was used to determine

the fiber are exposed to the high temperature environment. th tip temperature and to estimate the temperature profile along
these situations, it is acceptable to assume that all radiation @ heated portion of the fiber.

tected is emitted by the blackbody cavity]. However, it has
been shown that when a significant portion of the fiber is exposed
to elevated temperatures, the measurements are corrupted due to
emission by the fibef3—4].
Currently, applications where a S|gn|f|ca|jt portion of the fiber '§ri19nal Measurement Equation
exposed to elevated temperatures are avoided. One way to accony-
plish this is to cool the fiber and only expose the sensing tip to the The following discussion of the SME is specific to the current
elevated temperatur@4]. When it is not possible to cool the fiber,Problem. General principles relevant to the development of an
it is necessary to perform calibrations in the environment whefVE can be found in the literatuf@—10. o
the temperature is to be measured. Since the calibration procedur® schematic of a typical blackbody OFT is shown in Fid.11.
must be performed under conditions nearly identical to the opd¥ormally two optical fibers, a high-temperature fiber and a low-
ating conditions, this approach is highly restrictive. temperatur_e flber, are _coupled_together; however, a sm_gle fiber
In previous studies, numerical simulations indicated that me%&s used in this experiment. Since the temperature profile along
surements of the spectral intensity emitted by a blackbody fibert@€ heated portion of the optical fiber is of interest, the heated and
several wavelengths can be used to infer the temperature at the {§g-neated portions are treated separately. The following analysis
of the fiber and estimate the temperature profile along the fibdfa!S with the heated portion of the fiber, and the low temperature
when exposure to a high temperature environment prevents ffgtion is treated as part of the detection system. .
use of the standard two-color approd8h-7]. The purpose of this he objective of the SME is to relate the temperature profile

paper is to present the results from preliminary experiments whigPnd the fiber to the output of the detector. Development of the
were conducted to verify these numerical results. E requires that spectral irradiation incident on the detector be

This paper presents a detailed model of the measurement < Iculated. The spectral irradiation incident on detection system is

. __ . . ual to the product of the spectral intensity exiting the fiber and
tem used in the preliminary experiments. Given the temperatL{ 8e solid angle subtended by the fiber when viewed from aperture

of the light detection system.
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Fig. 3 Schematic of the experimental apparatus

Fig. 1 Schematic of a typical blackbody optical fiber thermom-
eter

Since the refractive index varies as the light is transmitted from Si th tral intensity i d functi f
the fiber to the detection system, it is convenient to begin with >'NC€ the Spectral intensity 1S measured as a tunction of wave-

frequency as the spectral variable. Modeling the fiber as an enfgD9th. itis convenient at this point to convert the spectral variable
ting, absorbing and non-scattering medium yields the followin om frequency to wavelength. After exiting the fiber, the radia-

differential equation for the spectral intensity in the filh&t]. on propagates throu_gh air until reaching the detector, so the ap-
propriate conversion igl1]
dl,

ds :_Kavlv+KaV|bv(T(s)) (2) I)\(T):%IV(T) (6)

The emissivity of the cavity can be estimated by approximating 5
the cavity as an isothermal enclosyite?], and the initial condi- With A=co/v, C;=2mhc;, C,=hc,/k and Eq.(1), Eq.(4) be-

tion for Eq.(2) is given by Eq.(3) comes
= n2 ts
1,(0)=€,15,(To) 3) Y exp{ 22 f exp{tk_tks
wheres is the path length traveled by the light. As illustrated in A Ao 0
Fig. 2, the light path is longer than the length of the fiber, and the c
effect of the difference in the lengths of the various possible light _ _2} @)
paths are included in the uncertainty analysis. Solving @d. AT(t))

ives . . . .
g Equation(7) provides a relationship between the temperature pro-

Ls file along the fiberT'(t,), and the spectral irradiance incident on
SVI bV(TO) =1 V(tVS) eXp[tVS}_ J’ IbV(T(tV))eXF{tV_tVS}dtV the dete%tion Systen(G)\)\). P
0 @) Once the light leaves the optical fiber, it is transferred through
an optical system to a detector. The output from the detector may
where the independent variable has been transformedsdtorthe  pe related to spectral irradiance incident on the detection system
optical deptht,=K,,s. The upper limit of integral in Eq(4) is by accounting for the attenuation in the system. The following
the optical depth for the average of the possible light paths. Tharagraphs provide a detailed description of the detection system
effect of the uncertainty in the absorption coefficient has also begRd the factors that contribute to the attenuation in the detection
included in the uncertainty analysis. The term on the left of thgystem.
equal sign in Eq(4) represents intensity exiting the isothermal ) ) ]
cavity. The first term on the right accounts for attenuation in the Experimental Apparatus. Figure 3 shows a diagram of the
signal due to absorption in the fiber. The integral represents @pParatus used in the experiments. The OFT is similar to the sche-
increase in the intensity exiting the fiber due to emission by tiBatic in Fig. 1. It is made of single crystal sapphire {@4),
fiber. If the temperature along the fiber is low, emission by th&hichis 0.5 mm in diameter and 1.0 m in length. The cavity at the
fiber is insignificant compared to emission by the cavity, and tH# was created using a thin-walled platinum tube with an inside
integral can be neglected. dlameter(1:2 mm) sllg.htly larger than the optlcgl fiber and a
If the optical properties of the fiber and the temperature profil@ngth to diameter ratio of 15. One end was crimped to form a
were known, Eq.(4) could be solved for the spectral intensitycaVvity r?md the optlcallflber was inserted in the other end leaving
existing the fiber. In the current problem, however, measureme@iProximately a one-fiber-diameter gap at the end of the tube. The
of spectral intensity exiting the fiber are available, and the terfiPer is placed in a cylindrical resistance furnace capable of reach-
perature profile is unknown. Since the temperature profile canrigg @ temperature of 1366 K. Characterization of the furnace tem-
be solved for explicitly, an iterative solution is required. This typ@erature profile at several temperature settifi@S1 K, 1344 K,
of problem is typically referred to as an inverse problem. and 1366 K)was performed using a muIFlpo!nt thermocouplle in-
Equation(4) may be simplified as follows. Wien’s limit can be Serted through the furnace pdes shown in Fig. 2 for the optical

used to approximate the spectral intensity of a blackbody for tff§er). The temperature profile measured with the furnace set at

following section. The temperature was measured at 5 points
2hv3ﬂ§ 2hv3n§ spaced 5 cm apart in the heated zone of the furnace with the first
T, (T) = c2lexplhv/kT}—1] = c2lexp{hv/kT}] ®) point's location corresponding to the location of the tip of the
OFT. The heated portion of the optical fiber was the distance from
the tip of the fiber to the point where the temperature of the fiber
was equal to room temperature. At steady state, the standard de-
viation of the temperature variations with time within the furnace
was less than 0.5 K. The accuracy of the reconstructed tempera-
ture profiles will be assessed by comparing them with these ther-
; mocouple measurements.
8. The light exiting the fiber passes through a monochromator. To
: maximize throughput, aR/# matcher is used to match the lower
F/# of the optical fiber with the highef/# of the monochro-
Fig. 2 Path length due to internal reflection mator. Reflection losses in th&# matcher were specified by the
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manufacturer and are less than would be experienced by the dif- 0.4
ference inF/#’s of thefiber and monochromator.

The monochromator is an Oriel 1/8 m monochromator with a
micrometer-driven entrance slit and a fixed-width exit slit. The
manufacturer specified the mirror reflection efficiency of 88 per-
cent for each of the four mirrors in the monochromator. A single
grating is used with the blaze wavelength at 2u® and a line
density of 300 lines/mm. The usable wavelength region is from
1.0 um to 4.0 um. This yields a grating bandwidth of 22 nm. An
approximate spectral efficiency plot of the grating was provided,
but the grating was not calibrated. Therefore, the grating effi-
ciency was treated as an unknown, and is accounted for in the
calibration procedure that will be discussed in the following
secton. _ Fig. 4 Available data on the spectral absorption coefficient for

After the light is separated into wavelength bands, a thermopigpphire
detector is used to measure the radiant flux exiting the monochro-
mator. A thermopile uses an array of thermocouples to measure
the temperature rise due to the incident radiant flux. Since a ther-
mopile measures temperature rise, the response is approxim erimental Method
as constant over all wavelengths. The detector was calibrated
the manufacturer, and the responsivity was given as 0.765The experimental method consisted of four parts: calibration,
nA/(mWi/cn?). The detector window is made of sapphire and thencertainty analysis, measurements, and reconstruction of the
spectral transmissivity of sapphire was provided by the manufdémperature profile.
turer. However, the trans_missivity data i_s not s_pecific to the Wir." Calibration. Introducing a spectral calibration coefficient,
dow used, so the transmissivity of the window is accounted for in - o

N K, , simplifies the SME to
the calibration procedure.

The signal from the thermopile detector was read by an Oriel C, the
Optical Power Meter capable of reading a signal of 1.0 pA. This is = K\| &) exp[ Lo F] + J eXP{tx—th
slightly less than the noise level of the thermopile so the limiting © 0
factor on the signal is the detector. This signal was read into a PC C,
using a LabVIEW® program. Fifty measurements were taken ——]dtx}
with the monochromator shutter closed to provide a dark reading, AT(t)

50 measurements were taken with the shutter open and thenmﬁ%re

were again taken with the shutter closed. This process was re-

peated at each wavelength. The data presented in this paper rep- 4 Clnfwd

resent an average of the difference between the light and dark K= AaR I 16, AN — 75— (11)

signals, which eliminates bias errors in the measurements. The

variance was calculated to quantify the precision in the measuidete that all of the parameters included in the definition of the

ments, and it was found that the standard deviation of the 3pectral calibration coefficient are associated with the detection

measurements was approximately 0.003 nA at each wavelengtsystem, and none these parameters depend on the temperature
o . ) profile along the fiber. Therefore, the spectral calibration coeffi-

Attenuation in the Detection System. With knowledge of cients may be used when the fiber is exposed to any arbitrary
the apparatus used to measure the spectral intensity exiting {Bgnerature profile if the detection system is well characterized
fll_aer, itis possmle to relate the output of the detector to the irraq 411 the parameters in E6L1) are known. However, many of
diance incident on the detection system. these parameters are poorly characterized for the detection system

used in the preliminary experiments reported here, so it necessary
to determine the spectral calibration coefficients using(E8)

P (Te(tyhs)

C, fas C,
Equation(8) describes the light attenuation after it exists the &) eXp{ “hsT T +J exp[tx—txs— m]dtx
. . ’ [} 0 A
heated portion of the optical fiber and travels to the detector, as (12)
well as the conversion of the incident irradiation to an electrical
current by the detector. This equation includes absorption in thdereT.(t,) is the temperature profile existing along the heated
low temperature portion of the fiber, the efficiency of thé# portion of the fiber during the calibration procedui@6) and
matcher, the efficiency of the mirrors in the monochromator, thg., (T.(t\s)) are the spectral measurements obtained during the
grating efficiency, and the detector window transmissivity. Thealibration procedure.
irradiance incident on the detector is then multiplied by the detec-The use of Eq.12) also requires knowledge of the spectral
tor responsivity and the amplifier gain to give the output signalemissivity of the cavity and the spectral optical depth. Modeling
Combining Egs(7) and (8) gives the SME, which relates thethe platinum tube as a diffuse-gray enclosure with a length to
current output by the detector to the temperature profile along temeter ratio of 15, the emissivity of the cavity is estimated to be
fiber. 0.92[12]. The spectral optical depth is equal to the product of the
spectral absorption coefficient and the light path length. The light
path length can be characterized using the average path length for
C, the fiber, but determining the spectral absorption coefficient is
N exp{ —tys— F} more problematic. Data on the absorption coefficient of sapphire
0 available in the literature as a function of temperature are incon-
ts C, ;istent. Fi_gl_Jre 4 shows the dat_a available for the spectral absorp-
+J eXP[tx—txs— —]dtx (9) tion coefficient at an unspecified temperat{itd], 1200C[13]
0 AT(t)) and 1000 14]. Brewstef11] actually lists the imaginary part of

Grywak @1200C [13]
— == Oppenheimer @1000C [14] ——
0.01 - = - - Brewster [11]

0.001 4§

Absorption Coefficient (mm™)

0.0001 v T T T T T
0.75 125 1.75 225 275 3.26 3.75 4.25

Wavelength (um)

(10)

%:AaRﬂF/#anUGxTxAAGx

K)\=

Clnfwd
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the refractive index for sapphire, so the absorption coefficients  1.0E-01
shown in Fig. 4 are calculated using this data and (&8). 4,
40007k 1.0E-03 e ———
Kax A (13) «‘: 10E0s | .ol P o \“

Due to the uncertainty regarding the variation in the spectral * i~ 2 — R
absorption coefficient with temperature, it was necessary to per- 0807 7(t) P
form an in-situ calibration similar to the procedure used to cali- Zo.-
brate blackbody OFT for the two-color approach]. The tem- 1.06-09 : ‘ :
perature profile measured with the furnace set at 1344 K was 14 1.9 24 29 3.4
taken as the calibration temperature profile. The spectral calibra- Wavelength (um)

tion coefficients were calculated using E@2) and the estimated ) " )

spectral emissivity of the cavity and the spectral absorption codfld- > Normalized squared /™ component of the predicted un-

ficients at 1200 G13]. This approach neglects the dependence 5Nty

the spectral absorption coefficient on temperature, so the resulting

calibration coefficients are only valid at temperatures close to the

calibration temperature profile. This restriction could be elimiwas then placed on the tip of the optical fiber and the tip was

nated if the dependence of the spectral absorption coefficient msted on a wire stand. The furnace door was closed and sufficient

temperature was known, and a program to obtain these meastiree was allowed for the furnace to reach steady state.

ments is currently being planned. Once the furnace reached steady state, spectral measurements

. . I . were obtained in the manner described previously. Two measured
Uncgrtz;unty Analys!s. The ObJ.G(.:t'VG of the uncertainty mperature profile§urnace settings of 1366 K and 1331 Were

analysis is to determine the precision of the predicted signaiseq and multiple sets of measurements were obtained at each

based on the SME. The sources of uncertainty in the SME areenerature setting. The standard deviation was used to quantify
« The emissivity of the cavitys, the precision of the measurements at each wavelength.

The fiber tip temperaturel,,

The fiber temperature profild(t,)

The optical deptht,

The spectral calibration coefficient,

Reconstruction. Once the spectral calibration factors and the
spectral measurements are available, the SME can be inverted to
reconstruct the temperature profile along the fiber. Briefly, the
reconstructed temperature profile is obtained by assuming an ini-

The first step in calculating the predicted uncertainty is to takidl temperature. Predicted signals are calculated by substituting
the partial derivative of Eq(10) with respect to each unknown the assumed temperature profile into the SME. The assumed tem-
parameter. The partial derivatives are then multiplied by the uRerature profile is then adjusted until the predicted signals match
certainty for each parameter. The squares of these products & measurements to within the uncertainty of the measurements

then summed, and the square root of the sum gives the uncertaiidg the precision of the predicted signals. The temperature profile
in the predicted signals, that results in predicted signals that most closely match the mea-

surements is taken as the reconstructed temperature profile. Tem-

N o, |2 w2 perature profiles have been reconstructed using both gradient
Up(\) = Z i u?(xi(\)) (14) based optimization methods and random search methods
=1 ! [5-7,12], but only the conjugate gradient algorithm was used in

where thex; represent each of the unknown parameters andthis study. Complete details regarding the algorithm used to re-
represents the uncertainty associated with each unknown par&@Rstruct the temperature profile are available elsewhere

eter. [7,12,15-18].
The following is a list of the estimated uncertainty in each of

the unknown parameters Results and Discussion
*u, = 0.03[12] Two data sets were obtained with the furnace set at 1366 K and
« ur =0.5 K From steady-state thermocouple readings with the furnace set at 1331 K. The tip temperatures were ob-

« Urq=0.5 K From steady-state thermocouple readings tained by reconstructing the temperature profile for each data set.
Tt . . For comparison purposes, tip temperatures were also obtained us-
* W, varies with wavelength and is discussed below ing the standard two-color method. The two-color approach is
* u,, varies with wavelength. Calculated by dividing the stanarrived at by neglecting absorption and emission by the fiber
dard deviation of the measurements obtained during the cdll-19]. These approximations give
bration procedure at each wavelength by the square-root of

the number of measurements at each wavelength. U= K8, exp{ B >\(':|'2 ] (16)
The predicted uncertainty in the optical depth is calculated by the . . 2 .
following expression Taking the ratio of measurements at two wavelengths and solving
Eq. (16) for T, gives
[ oty 2 at, 211/2 c o
Uy, p= Ko Ug, | + o5 Us (15) )\_2_ )\_2
2 1
The uncertainty in the spectral absorption coefficient as given T2c=—¢ P (17)
in [13]is 30 percent, and the uncertainty in the length of the light In TN
path at the end of the heated portion of the fiber is 0.175 m. ISV

Figure 5 shows the normalized product of the partial derivative

and the uncertainty squared for each of the unknown parameters a hen using the two-color approach, it is deSIra_bIe to choose
several wavelengths. closely spaced wavelengths to the left of the peak signal where the

sensitivity to changes in the measurements is greptes®]. The
Measurements. The optical fiber was inserted the desiregspectral measurements used to obfjp were selected from the
distance through the furnace pdsee Fig. 3). The platinum tube set of spectral measurements used for the reconstructions. Using

474 | Vol. 125, JUNE 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Comparison of the tip temperature measured using a 1600

thermocouple (T7c) with the reconstructed tip-temperature 1400 |
(Tg) and the tip-temperature calculated using the two-color o a o a
method (T,¢) 1200 ’\
Furnace Temperature Settifi§) T1c (K) Tr (K) Tye (K) 10001 |
€ 800 J —Reconstruction
1366 (Run 1) 1340.6 1337.3 1221.0 - 5 Measured
1366 (Run 2) 1340.6 1347.1 1600.6 600
1331(Run 1) 1318.8 1327.6 1354.5
1331(Run 2) 1318.8 1323.8 878.0 400
200 4
0
0 0.2 0.4 0.6 0.8 1
the data from Run 1 at each furnace temperature setting, the com 2L

bination of wavelengths that resulted in a value Tog that most
closely matched the thermocouple reading was determined. Fol
the 1366 K furnace settingy;=1.6 and\,=1.7 um. For the 0.05 1
1331 K furnace settingh;=2.0 and\,=2.1. The same two
wavelengths were then used to obtain the two-color temperature o.os
based on the measurements for Run 2, and the results are listed i
Table 1. In each case, the reconstructed tip-temperature was SiCz .03 |
nificantly more accurate than the two-color temperature. Despite

the high level of noise in the measurements and the large uncerg ., | /> © Measured

tainty in the predicted signal, the reconstructed tip-temperature 5 o Predicted -

agreed with the thermocouple readings to within 0.7%. This is T e tan
0.01 redicted Low

because the reconstruction algorithm uses several wavelengths
and the error in the measurement at one wavelength is frequently
offset by the error in the other measurements. Since the two-color ®%®
method only uses two measurements, it is much more unstable ir '
the presence of error.

Figure 6 shows the reconstructed temperature profile obtainec (b)
using the data from Run 1 at a furnace setting of 1366 K, and Fig.
7 shows the reconstructed temperature profile obtained using fi¢ 7 (2 Temperature profile reconstruction and ~ (b) pre-

data from Run 1 at a furnace setting of 1331 K. The reconstruct@igted and measured spectral signal values for a furnace set-
ting of 1331 K (Run 1)

Wavelength (um)

1600
1400 temperature profiles are compared with the temperature points

measured using thermocouples. In addition, the predicted signals
obtained when the reconstructed temperature profiles are substi-

1200

1000 tuted into Eq.(10) are compared with the measured signals in
€ a0 Figs. 6 and 7.
- o_Measured While the reconstructed temperature profile shown in Fig. 6 is
600 in good agreement with the thermocouple measurements, the re-
400 constructed temperature profile shown in Fig. 7 only matches the

thermocouple measurement at the tip of the fiber. These results

highlight the fact that the measured signal is dominated by the

emission from the cavity, and the measurements are much more

o ) sensitive to changes in the tip temperature than to changes in the

temperature profile along the fiber. Due to the relatively low sen-

(a) sitivity of the measurements to variations in the temperature pro-

0.05 -~ file, a high level of noise in the measurements prevents consis-
B tently accurate reconstruction of the entire temperature profile.

{/i"{";“{‘{\\ The effects of measurement noise and uncertainty in the pre-

200 4

4 N dicted signals have been studied using numerical simulaftidhjs

This study shows that consistently accurate reconstruction of the
temperature profile can be obtained by increasing the signal-to-

©
Q

@

o~

o

~

.

’
R’
-

T o

Signal (nA)

T . noise ratio and decreasing the un_certainty in the _predicted signal.
0.02 4 i/ o Predicted { I{ 7 The strength of the signal can be increased by using a larger fiber,
— - -~ Predicted High TR i 7 and the noise can be reduced by using a detector more suitable
oor{ [z Predicted Low "'\.i i I than a thermopile. A more appropriate detector would be a lead-
T sulfide photon detector, which covers the required spectral range
0.00 (1.5 to 4.0um) and has a noise equivalent power that is one to
14 19 24 29 34 three orders of magnitude less than that of the thermopile. Better
Wavelength (um) characterization of the optical system and more accurate measure-
) ments of the spectral absorption coefficient of sapphire would
reduce the uncertainty in the predicted signals.
Fig. 6 (a) Temperature profile reconstruction and (b) pre- As an example, simulated measurements were generated using
dicted and measured spectral signal values for a furnace set- a fourth-order polynomial fit to the temperature points measured
ting of 1366 K (Run 1) with the thermocouple with the furnace set at 1331skKe Figs. 6
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£ w0 o Messwes Nomenclature
500 ~m o Fohorger A = amplifier gain
o C = trial functions
C;, C, = blackbody radiation constants
x0 c, = speed of light
°s " " 7 s . G = irradiation
) T h = Planck’s constant
| = intensity
(@ K, = absorption coefficient of AD;
0.05 k = Boltzmann constant, Imaginary part of the refrac-
tive index for ALbO4
008 L = length of the heated portion of the optical fiber
RTETTN N = number of parameters in the conjugate gradient
R B algorithm, and number of uncertainty contributors.
goe s TN n = refractive index
H a/ P T ‘\_\ . P = expansion coefficients for the reconstructed tem-
R o Predicied \\‘{-\ perature profile .
' - - ~Predicted High SN - R = detector responsivity
001 Predicted Low YL s g S = path length of the light down the heated portion
T of the optical fiber
0.00 . . . s = light path length down the heated portion of the
14 1.9 24 2.9 3.4 0ptica| fiber
Wavelength (um) T = temperature
) T, = fiber tip temperature
t = optical depth of the optical fibeK,,s
Fig. 8 (a) Simulated temperature profile reconstruction and u = uncertainty
(b) predicted and measured spectral signal values for a furnace z = distance along the heated portion of the optical
setting of 1331 K with an increased signal-to-noise ratio and fiber
decreased SME uncertainty a = absorption in the low-temperature portion of the

optical fiber
AN = monochromator bandwidth
& = emissivity
and 7). By implementing the improvements to the optical system kx = spectral calibration coefficient
discussed above, it is estimated that the signal-to-noise ratio in the 7, = F/# matcher efficiency
measurements can be increased by a factor of 10 using a more 55 = grating efficiency
suitable detector, and the uncertainty in the predicted signals can 7, = monochromator mirror efficiency

be reduced by 30 percefit2]. This is accomplished by reducing 0. = critical angle for total internal reflection
the uncertainty in the absorption coefficient to 10% and reducing N = wavelength of measured emission
the uncertainty in the cavity emissivity to 0.02. The reconstructed v = frequency of measured emission
temperature profile obtained with this level of noise in the mea- o = solid angle
surements and uncertainty in the predicted signals is shown in = detector signal
Fig. 8. 7 = detector window transmissivity

Subscripts

b = blackbody

Summary and Conclusions .
¢ = combined

Optical fiber thermometers are an alternative temperature mea- d = detector
surement technique that can provide accurate temperature mea- j = index for the trial functions and the expansion coeffi-
surements and have advantages over other temperature measure- cient
ment methods. If, however, a significant portion of the optical S = Jight path length of the heated portion of the fiber
fiber is exposed to elevated temperatures, emission by the fiber m = measured
will corrupt measurements obtained using the standard two-color p = predicted
method. N = wavelength

Based on an analysis of the optical detection system, a relation- , = frequency
ship between the temperature profile and the spectral measure-
ments was obtained. This relationship was inverted to find tlfg
temperature profile using a conjugate gradient algorithm. The eferences
sults presented in this paper show that this method can be used t&l Dils, R. R., 1983, “High-Temperature Optical Fiber Thermometry,” J. Appl.
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Mechanism of Annular Two-Phase
Flow Heat Transfer Enhancement
and Pressure Drop Penalty in the
Presence of a Radial Electric

"o ¥ Field—Turbulence Analysis

J. Seyed-Yagoohi

The mechanism of heat transfer enhancement and pressure drop penalty in the presence of
a radial electric field for the two-phase (liquid/vapor) annular flow is presented. The
turbulence spectral theory shows that the radial electric field fluctuation changes the
turbulent energy distribution, especially in the radial direction. Consequently, the Rey-
nolds stresses are directly affected by the applied electric field. The analysis reveals that
the influence of the applied electric field on the turbulence distribution in an annular
two-phase flow leads to the changes in the heat transfer and the pressure drop. The
magnitudes of the heat transfer enhancement and the pressure drop penalty are strongly
related to the ratio of the radial pressure difference generated by the EHD force to the
axial frictional pressure drop. The existing experimental data agree with the predictions of
the analysis presented in this paper. The analysis developed here can be a valuable tool in
properly predicting the two-phase annular flow heat transfer enhancement and pressure
drop penalty in the presence of a radial electric field for both convective boiling and
condensation processegDOI: 10.1115/1.1571089

Heat Transfer Enhancement

and Two-Phase Flow Laboratory,
Department of Mechanical, Materials, and
Aerospace Engineering,

[llinois Institute of Technology,

Chicago, IL 60616

Keywords: Annular Flow, Electric Fields, Enhancement, Heat Transfer, Turbulence,
Two-Phase

1 Introduction field could, under the proper operating conditions, increase the
Applying an electric field to enhance the heat transfer is poteF]f_)_nvective boiling and condensation_ heat transfer coefficient si_g-
tially an effective approach to improve the effectiveness and raificantly. They also showed that while the presence of the radial
duce the heat exchanger size in various processes pertinen€l@ftric field enhances the heat transfer, it could also result in a
industries such as automotive, refrigeration, air-conditioning, agignificant pressure drop penalty.
craft, and space. This technique also has many other advantageé|lthough it was rather clear that applying the electric field to
including low noise, light weight, simple design, easy to controthe convective two-phase flow could lead to significant enhance-
no vibration, and low energy consumption. ment in heat transfer, its mechanism has not been completely un-
The research on the effects of strong electric field on singlderstood. The interactions among the two-phase flow field, the
phase and two-phaséiquid/vapor) heat transfer can be trackedelectric field, and the temperature field increase the unexpected
back to a half century ago. Before 1980, many researchers haginplexities, which make the prediction of the heat transfer en-
alrfe_ady applied DC or AC electric fields in the natural convectiomancement difficult. Bryan and Seyed-Yago@) calculated the
boiling, and condensation to enhance the heat transfer. In 19¢&, of the radial EHD pressure to the axial momentum flux rate
Joned(1] reviewed the electrohydrodynamicalfzHD) enhanced and they found that this ratio had a similar trend as the experi-

heat transfer in a comprehensive paper, which included the hﬁ%ntal data in terms of the heat transfer enhancement ratio as well

transfer enhancement due to the EHD instability and electrocons- the pressure drop penalty. Cotton ef[l, used the electric

vection. Though significant progress was made in the EHD fielq; leigh and d b dict the T distributi
Jones pointed out that forced convection heat transfer with electfi@Y!€igh and Reynolds numbers to predict the flow redistribution

fields had not received the theoretical attention of natural conved€ 0 the EHD force. They determined the condition under which
tion. the EHD effect may be significant. Feng and Seyed-Yagf®bi

Later, Yabe[2] listed the heat transfer enhancement techniquégalitatively predicted the transition region between the EHD-
utilizing electric fields and discussed the corresponding mectehanced heat transfer and the EHD-suppressed heat transfer
nisms. He focused mainly on the external phase change and EbB@sed on the linear instability theory. These above methods are
extraction phenomenon, which can be observed as the EHD foréegpful in providing insight, however, the theoretical understand-
tend to destabilize the liquid/vapor interface and pull the liquithg of the convective two-phase flow heat transfer enhancement
towards the more intense electric field. Recently, significant woikith electric field is still not complete.
has been carried out on the internal convective two-phase flow ingased on the literature, the possible mechanisms of EHD-
the presence of a radial ele_ctric field based on the EHD extractighhanced convective two-phase heat transfer in annular regime
phenomenon. Singh3], Singh etal.[4], Bryan and Seyed- ., 4 pe classified asta) electro-convection or EHD induced
Yagoobi[5,6], and Cotton et a7] showed that the radial eIeCtrICrow, (b) instability due to the EHD force leading to a way surface,

) o o (c) reduced liquid thermal resistance due to the EHD extraction
Contributed by the Heat Transfer Division for publication in th®URNAL OF

HEAT TRANSFER Manuscript received by the Heat Transfer Division October lphenomgnon(d) complete re_d|St_”bUt|0n of the flow, and/@) .
2001; revision received February 11, 2003. Associate Editor: P. S. Ayyaswamy. change in the surface tension in the presence of electric field.
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- do,  dd,

Liquid S gr gy at r=r; (2
Vapor,
Flow ‘/ i ®=0 at r=r, 3)
Energized (Dv =V at r= le. (4)
Electrode
Solving for ®, and®, gives the following classical electric field

i i . distributions:
Fig. 1 Two-phase annular flow with the electric field

R \%

Ei= Vq)'_[s|/s,,-ln(ri/re)JrIn(r(,/ri)]rr‘ Mi=r=ro
However, these mechanisms can not be used to successfully ex- (5)
plain the associated pressure drop penalty in the presence of elggq
tric field.

Among the above suggested mechanisms, one important. (e/le,)V R

factor—turbulence—has been ignored. However, turbulence Cal’Ev:_V(Dv:[s Te. It ro) + In(ro /T )TF F, resr<rj.
play a determining role in both the heat and the momentum ex- e e ot ©)

changes, which are directly related to the heat transfer and the

pressure drop. Some researchers have pointed out the importaifiince the generated electric field is non-uniform, the Kelvin
role of turbulence in heat transfer in the presence of electric fieldHD body force(Melcher[11]), fEHD= gcE+ (e—¢g)E-VE, will

Atten et al. [9] experimentally and theoretically studied thebe present and the corresponding Maxwell stresses will be in the
electro-convection in a dielectric liquid layer due to the Coulomfollowing form:

force exerted by an electric field and its effect on the heat transfer. 1
They achieved up to fifteen-fold increases in Nusselt number and L FE. _ s

concluded that the agitation of the liquid by the exerted electric Tij=eEE, 2 92 oEEx- )
force leads to the enhanc_ement n heat trapsfer. Balancmg_]f_:lr%m the above Maxwell stresses, the EHD force density, which
inertial term and the electric force in the Navier-Stokes equatl%r;(istS onlv in the radial direction. becomes:
for the fully turbulent regime, Atten et dl9] evaluated the turbu- y ' :

lent kinetic energy and the velocity fluctuation based on the elec- 19 19 1 T,
tric force. They proposed a qualitative Nusselt number expression fenp=— = (rTi)+ === Trp= — Tyt —
. : ; ror rae r Jz
revealing the influence of the resulting turbulence on heat transfer.
Yabe and Maki[10] conducted experiments on convective heat 1
transfer enhanced by the EHD jet. Their measurements showed =——(e—goEE. (8)

that the turbulent intensities were increased in proportional to the '

applied voltages. They also found that the theoretical analysis mdetice that the radial EHD force pulls the fluids with the higher

glecting the turbulent effects failed to quantitatively explain thpermittivity than the vacuum towards the more intense electric

measured heat transfer enhancement. field, which results in a radial pressure gradient. On the liquid
Since the flow turbulence is also a critical parameter in thside, by substituting Ed5) into Eq.(8), the pressure gradient due

convective two-phase flow, its significant influence on the hetd the radial EHD force becomes

transfer and pressure drop is also expected. When the electric field )

is coupled with the convective two-phase flow, the turbulence in 7% _ —(&—&g)- v ) 1

the flow and temperature fields leads to the fluctuations of the  dr o0 [eile,-In(rilre)+In(ro/ri)]? 3

electric propertiegsuch as the permittivityand the interfacial

configuration, and finally results in the fluctuations in the electric Msrs<ro. 9)

field distribution. Meanwhlle, the electric forces also affect th%imilarly, the pressure gradient due to the radial EHD force on the

turbulence fluctuations and thus the heat transfer and the Pressifor side is

drop associated with the flow. In this paper, the turbulence analy-

sis is carried out for a typical shear-controlled internal convective  dP (g,1e,)?V? 1
two-phase flow(i.e., the two-phase annular floun the presence o —(&,~&0)" [/ /e, In(r, It +In(rg /)2 Pl

of a radial electric field. The analytical predictions are compared e T e ot

to the existing experimental data. resr<rj. (10)

. o The radial EHD pressure difference can be obtained by integrating
2 Effects of a Radial Electric Field on Annular Two-  the pressure gradients given above over the corresponding radius:
Phase Flow Pressure Drop

le ri

r

l 2
+§(8|—80)'E|

T

1
2.1 Electric Field Distribution and EHD Force. Configu- Penp=Pe=Po= E(Ev_so)'Ei
ration of the annular two-phase flow coupled with the electric field
is shown in Fig. 1. The liquid and vapor flow through the pipe (11)
simultaneously, while the liquid layer wraps the vapor core. Afvhich indicates the radial pressure difference generated by the
electrode, connected to a high voltage power supply, is suspen@@sttric body force at a given axial location. Note that the inter-

in the center of the vapor core and the pipe wall is groundeghcial electric force is not taken into account.
Thus, the electric field is established in the radial direction only.

For simplicity, it is assumed that the liquid film thickness is
uniform circumferentially and that there is no free electric charge 2.2 Relation Between Electric Field and Reynolds Stresses.
in the bulk phases as well as at their corresponding interfacele steady Navier-Stokes equations in the presence of the electric
Thus, the electric potential satisfies the Laplace equaiody, field become
=V2d,=0. The electric boundary conditions are

O =0, at r=r; Q)

€ &p

E-VE. (12)

v

oo 1 R
(G-V)i=-— ;VP+ vV20+
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Assuming that the electric field exists only in the radial directiorstress. Since the inertial force per unit volumeig, .~ pU?/D,
then thez-direction momentum equation in the presence of théhd the radial EHD force per unit volume i$gyp~ (e
electric field will be of the same form as that in the absence of theSO) E?/r, then it can be assumed that:

electric field:

—ulu’ f —&q)E¥r
au, 1P 14/ au, s _Cutlew EHD:%
Vr ar ) (13) (_uéur,)|non-EHD finert pU;ID,

: (17

u—=2=-2
"or p 0z

which indicates that the radial electric field indirectly affects thwhere U, =, /p indicates the characteristic turbulent fluctua-
axial pressure drop. The effects of the radial electric field on tf@n velocity.

axial pressure drop can be determined through the Fourier trans-

form of the Navier-Stokes equations. It is assumed that the turbu- . .
lence is initially homogeneous, per given fluid phase, in the pres-2'3 . Evaluat[on qf Pressure Drop Penalty in the Presence of
ence of the electric field to allow for simple Fourier transfor Radial Electric Field. For a two-phase turbulent pipe flow,
analysis. Fluctuation of the electric field is also introduced due {Be yelouty and pressure fields can also bg assumed ?S the sum-
the fluctuations in the electric propertiesich as the permittiviy Mation of the mean values and the fluctuations=U,+u;, U,

and the interfacial configuration. The turbulent fluctuat@nof ~=U,+U; and P=P+p’. After being time-averaged, Eq13)

r
ar

the electric field is small compared to the applied electric fild, becomes:
The governing equations for the fields, P, E, andé’ are written 19P 14 dU,\ 1d(ruiu))
as: 0:———+v——(r )———. (18)
p dz ror\ oar ro o
V-u'=V.-E=V.&'=0 (14) Let U*=U,/U,, u) =ullU,, u =u'/U,, r*=r/D,, z*

=2/D,, P*:Elpuﬁ, whereD, is the inner pipe diameter and
E.ve'. (15) U, is the fluid characteristic velocity, U,

=27[°U,rdr/(wDZ/4). Here, the inner pipe diameter is used as
For the homogeneous turbulence in the presence of the electfie equivalent diameter due to the relatively small electrode size.

field, the Fourier transform of the Navier-Stokes equations bEquation(18) in the non-dimensional form becomes
comes:

aua’ 1
—+(U-V)U=——-VP+vV2U+
ot p

E— &

g [, 1005\ oP* 1
oo e—ey,, o |"Rearr U U T (19)
—+vk°G{ =i(k-E) & —ikyPij(k)
at p where Re=D,/v.
o Integrating the above equation twice frath to an arbitraryr*
XJA ~ _0{(p,1)0y(q,1)dg. (16) yields
p+q=k o
e . us 14P* [ — r*
In the above equatiork, is the wave vector, and its absolute value —% —_ —(r*2—r*?)— (—u*u/*)dy* +cln| =1,
indicates the wave number. When the wave number increases, thék¢ 4 9z re le
eddy size decreases. Normally, the turbulence energy is trans- (20)

ported from the larger eddig¢small wave numbejgo the smaller
eddies(large wave numbefsand at the same time for the eddi
of the same size the turbulent energy is redistributed among
ferent directions. When the eddies keep reducing in size, the
cosity dissipation turns important, which is representedkig; . o
f U,rdr
r

e axial velocity profile along the pipe cross section. The dimen-

eit\sherec is the integration constant. Equati¢20) corresponds to
yRlonless volumetric flow rate can be expressed as

Eventually, the turbulent energy is dissipated by the viscosity. If 27 . —

there is no more turbulent energy to be extracted from the main e :wa’o R li(r*zfr*z

flow, the flow becomes laminar. In the above equation, it is U,Dg 4 9z7* e

shown that the fluctuation of the electric field takes a role in the

distribution of the turbulent energy. As indicated by the term S r*

i(k-E)e—20/p€’ in E i irectidi — | (—uzfu/)dy* +cin| | |rdr*.
olp g. (16), there is a preferred directigne., o r

in the direction of the applied electric figlth the energy distri- e

bution. The resulting turbulence will have the non-homogeneous (21)

characteristics. In this case, the applied electric field is in t . . . -
radial direction. Especially, the radial turbulent fluctuation will b;ﬁ;li eﬂr:::rg (t)(?rtrrr: eogl égtiogghénh?r? g \/S(I)?lfmoeftrlizc;@fi-o)v\l/nill(t:: teSsint(tl: the

intensified, anduy|ewpl>[Uf|nonend- Since the axial turbulent yiameter of the electrode is small compared with the pipe diam-
fluctuation is orthogonal to the radial applied electric field, it Wilkter and the electrode is intentionally designed with a minimal

not be directly influenced by the fluctuation of the radial electrif,fj;ence on the net axial flow, it is reasonable to assume that the
field. Thus, it can be assumed that,u; |gyp™> —UjU/ [non-erp-  presence of the electrode does not significantly influence the pres-
This conclusion agrees with Yabe and MaKiE)] experimental sure gradient and the Reynolds stress distribution. Thus, the third
results that the turbulent intensities were increased with the aprm is neglected. According to the definition of the fluid charac-
plied voltage when a ring electrode was used to enhance the heaistic velocity,U,, Eq.(21) can be simplified as
transfer by generating t.he EHD liquid jet. P
Estimating the magnitude of the EHD effect on the turbulence Zﬂf: Jr* (—u*u*)dy*r*dr*
e e

is necessary for the investigation of the heat transfer and the pres-
sure drop in the presence of the electric field. It is assumed that a

fluctuating unit volume in the turbulent EHD flow experiences =1 gP*

both the inertial force and the radial EHD force. These two forces = wf* 197 (r*zfr’e*z)r*dr* 1 Re (22)
will influence the magnitude of the intensification of the Reynolds Te
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The above equation shows that the pressure d@p/az* is here. Also, the molecular viscosity will be ignored in the analysis
affected by the molecular viscositgbsorbed in Reand the tur- given below, since it is small compared with the turbulent viscos-
bulence (i.e., —u.u/). Since the molecular viscosity is notity for high Re number. Combined with E¢L7), the ratio of the
affected by the presence of the electric field, then the effects foictional pressure gradient with EHD to that without EHD
the electric field on the turbulence will be mainly discussedecomes

JP%,
az*

et ——

2ﬂf f (—uy*u/*)dy*r*dr*
* *
re re

* *(e—e E2
jroj ( *0) dy*r*dr*
EHD s Jre y

~ s , (23)
wa °f dy*r*dr*
non-EHD e 7Te

whereE is a function ofr, while 7, can be taken out of the integration since it is independent dfiserting the electric field
distributions in both the liquid and vapor phag&sgs.(5) and(6), respectivelyinto Eq. (23) yields

* (% (g—g EZ
froj ( *O) dy*r*dr*
s Jik y
S
Tw dy*r*dr*
e Jre

x (e (g,—g0)E2 X
fr' f Le,m20)Ey *O dy*r*dr*+fr
s Jrk y r*

El

HD
i A
fr 27| ° | (—u*u/*)dy*r*dr*
(?Z* non-EHD rg r:

1
7'WD2

* (g,—eq)E? *(e,— ¢ )E,2,
fl—( : y*o : dy*+fr*—( y*o dy* |r*dr*
fi re

B TwD? v? (s|)2
T2 (=5 Telde, mr it in(ro ) 2 | o0 5,

r 11 1y, [rs
—In = +(e1—e0)| 5 R re°—In * (24)

Generally, the electrode radiugis rather small compared with Prer
the pipe radiusr,, indicating that €,—eg)(g /ey)21/2(1/r:_52 fr
*
— U224 (g)— o) U2(Ur 2= 1% r*? is  significantly 97" | gp N 3ry?
larger than &,—eq)(e /e,)2 IN(rFIrE)+(e—eg)in(riir}). Thus, Ip* (2rX+r¥)(rk—r¥)2
Eq. (24) reduces to i
az*
non-EHD
1 1 ,
(e (e 5 (@ e0Ellit (e = s0) EFLL,
. . —y* dy r*dr . (26)
e Te T\
w
I
Tw dy*r*dr*
s Jre Substituting Eq.(11) into the above equation and with,,
3p*2 =—D/4dP+, 19Z| non-enp» EQ. (26) becomes
_ [o]
S @ —rd)? _
1 1 IP
2|Te 2|1
E(SV*SO)EJ” + §(8|*80)E| |ro 5) IZ* | o N 12r%2 . Peno
Tw ' IP¥. (2r5+15)(r5—15)°Do Py,
&Z* non-EHD 9z non-EHD
(27)
Finally, from Egs.(23) and(25) the pressure gradient ratio can beThe effects of the electric field on the total frictional pressure loss
evaluated as: over given pipe length,, can be reasonably evaluated as
Journal of Heat Transfer JUNE 2003, Vol. 125 / 481
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4 Experimental Verification and Discussion

L* oP}
f ir dz* Equationg30) and(34) show that the pressure drop penalty and
APy lerp 70 9z EHD the heat transfer enhancement for an annular flow in the presence
APfr|non-EHD_ L* gp* : (28)  of the electric field can both be predicted as a function of
f fr (S5Penpdz/L)/ AP | nonerp. Based on this conclusion, two
o d9z* simple expressions are assumed to predict the pressure drop pen-

) . L alty and the heat transfer enhancement in the presence of the
From the above two equations, the following relation is deduceggctiric field:

L
L
P dz/L
APy erp J'O " jPEHDdZ/L

23

non-EHD

~ X 29 APEHD 0
AI:>fr|n0n-EHD APfr|n0n—EHD ( ) APO A APfr|n0n—EHD +Bp (35)
In a horizontal constant cross sectional pipe, the internal con-

vective two-phase flow pressure drop consists of two (:omponerﬁlg.GI
One component is due to the friction and the other component is L 05
due to the momentum exchange caused by the phase change. The f PEHDdz/L
effects of the electric field on the frictional pressure drop are @—A 0 4B 36
shown in Eq.(29). The momentum exchange in the presence of ho h’ AP¢] non-EHD ho (36)

the electric field depends on the amount of the phase change, _ .

which is affected by the heat transfer rate. In the next section,/fiereA andB are constants to be determined amié assumed to

will be shown that the heat transfer coefficient is also related B¢ equal to 2.0. This value of gives a reasonable agreement
J5Penodz/L/ AP | wonenn. Thus, the total pressure drop for thebetween the experimental data and the predictions presented be-

annular flow in the presence of the electric field can be assumed@¥- Here, the frictional pressure gradient correlation defined as

follows AP, (2f,,G? .
L BT bio (37)
dz piDo
0 . N e
EHD _ ¢ \nction _ (30) is recommended for estimating the axial frictional pressure drop

AP APst| non-erD in the absence of the electric figlide., APy, |non-enp) - Friedel[16]
correlation is selected to calculate the two-phase multipﬁér

3 Effect of a Radial Electric Field on Annular Two- The void fraction,e, is calculated using the correlation of Thom

Phase Flow Heat Transfer [17]. With Egs.(11) and (37), Friedel correlation, void fraction,

Since the heat and momentum in a fluid are transferred ingg/en applied voltage, mass flux, pipe dimensions, and corre-

similar way, the analogy between the heat transfer and the it _ondl_ng”flwdls F;r?pgrt'es’fngHDdZ/L)/A Ptelnoneno can be
mentum exchange exists in the internal pipe flow. As stated Wmenca y calculated.

. : : The existing experimental data from four different sources,
Colburn[12], the relationship between the convection heat trang: .
fer coefficient and the frictional pressure gradient in the singlé—'ngh [3], Singh et al[4], Bryan and Seyed-Yagoolpb], and

: : . eng[18], are used to correlate the coefficients in E8§) and
phase turbulent channel flow can be in the following form: (36). The experimental data provided by Bryan and Seyed-
dP;, | (" Yagoobi[5] and Feng 18], respectively, correspond to the con-
hN(E (31)  vective boiling and the convective condensation of R-134a flow-
ing inside a smooth copper tube Bf= 14 mm. The data by Singh
The quasi-equilibrium two-phase flow in the annular flow ref3] and Singh et al[4] give the pressure drop penalty and heat
gime can also be treated similarly since there are continuous ltgansfer enhancement during the convective condensation of
uid layer along the pipe wall and continuous vapor phase at tRe134a inside a smooth cooper tube®f 11 mm. Coaxial cy-
core. Altman et al[13], Kosky and Staulpl4], and Yesin15] lindrical electrodes of 3.2 mm outside diameter were used by
suggested that the forced convection heat transfer coefficient iSimgh[3]and Singh et al.4], while Bryan and Seyed-Yagoo[]
two-phase annular flow could be expressed as: and Fend18]applied the coaxial cylindrical electrodes of 1.6 mm
dp..| ("-1in outside diameter. For the data from Sir{@) and Singh et all4],
h| ~(_ff) (32) the uncertainty in the measured pressure drop was 0.029 kPa and
two-phase " | = 7 the uncertainty in the calculated heat transfer enhancement was
. between 12% and 24%. For the data from Bryan and Seyed-
Altman et al.[13] and Kosky and Staufl4] assumech=2.0 in  va500bi[5], the average uncertainty of the pressure drop mea-
Eq. (32) for convective condensation in the annular flow regimeyrement was 0.056 kPa and the average uncertainty in the calcu-
while Yesin[15] recommendedh=1.75. If the two-phase annular j5ted heat transfer coefficient was 13.4%. For the data from Feng
flow, either in the presence or absence of the electric field, satisf 8], the average uncertainty of the pressure drop measurement
Eq. (32), then the magnitude of the heat transfer enhancementy s 0,045 kPa and the average uncertainty in the calculated local

two-phase

the presence of the electric field can be evaluated as heat transfer coefficient was between 24.1% and 30.3%.
heno APy, |gpp |V Figures 2 and 3, respectively, present the pressure drop penalty
~( ) (33) and the heat transfer enhancement data against the pressure ratio
ho dPr¢|non-£rD of the radial pressure difference generated by the EHD force to the

Similarly, the ratio of the average convection heat transfer coeféixial frictional pressure drop§Peppdz/L)/ APy, | nonenp- Equa-
cients over the given pipe length, can be approximated as:  tions (35) and (36) after regression become

J‘L (n=1)/n L
hEHDN( APy [enp )(n 1)/n: 0 APEHD_ 0
D

—_——— . ——=0.93.——————+1.27 with R>=0.77
hO AI:)fr|non—EHD AI30 AI:)fr|n0n—EHD
(34) (38)

A I:’fr| non-EH
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16 7 16 -
a ] a
14 | | a Experimental data from Singh [3], Bryan 1 14 a Experimental data from Bryan
12 | and Seyed-Yagoobi [5], and Feng [18] | & 1 and Seyed-Yagoobi [5]
o 107 < 197 a o, Ly
5 3 = wry [Pt
2 °1 2 81 =1 0l 087
o] a L 4 -
< <
] 4
E 2
i
01 : — 0 e - —
0 2 6 8 10 12 14 16 0 2 4 6 8 10 12 14 16
EHD pressure EHD pressure
frictional pressure drop frictional pressure drop
Fig. 2 Regression of pressure drop penalty experimental data Fig. 4 Regression of boiling pressure drop penalty experi-
in the presence of electric fields mental data in the presence of electric fields
8 7 16
71 1° Experimental data from Si‘ngh etal. [4], 14 a Experimental data from Singh [3]
E Bryan and Seyed-Yagoobi [5], and Feng [18] ° ] and Feng [18]
6 12 4
5 1 © 10 ] L /
£ %— 10 ] AP Ipmudz /L 4
S < s —A;”" =0.62-2 +224
5 - b 0 AP/"W-EHD \
< o
37 +0.39 < 6 2
2 3 A
: ] &
4 4 — A
1 2 ] A 4
: 18
0 ‘ ‘ ‘ — , , ‘ e ‘ ‘ ‘ ‘ ‘
0 1 2 3 4 5 6 7 8 0 2 4 6 8 10

EHD pressure 12
frictional pressure drop

Fig. 3 Regression of heat transfer enhancement experimental
data in the presence of electric fields

EHD pressure

frictional pressure drop

Fig. 5 Regression of condensation pressure drop penalty ex-
perimental data in the presence of electric fields

5 4
and o Experimental data from Bryan and °
47 Seyed-Yagoobi [5] o
L 0.5
J PEHDdZ/ L o 3
henp 0 : 2 Z
= +0.39 with R°=0.76. 2
hO Al::'fr‘non—EHD &
(39) 21
The above determination coefficients show that the pressure di 4 ]
penalty and the heat transfer enhancement in the presence of 1
electric field are closely dependent on the ratio of radial EHI ]
pressure difference to the axial frictional pressure drop. Whent o1 ‘ ‘ R S ,
applied high voltage increases and the mass flow rate decrea: 0 0.5 1 15 2 25 3 35 4

the heat transfer enhancement and pressure drop penalty go
The above two equations also indicate that the refrigerants w

higher permittivity values can have more significant heat transfer

EHD pressure

( frictional pressure drop

112

enhancement and pressure drop penalty during the EHD-affectégl 6 Regression of boiling heat transfer enhancement ex-
annular two-phase flow. Equatior(88) and (39) are obtained Perimental data in the presence of electric fields

based on both the convective boiling data and the convective con-
densation data. Normally, it would be more reasonable to deter-
mine the convective boiling correlation and convective condensa-
tion correlation separately considering the different heat transfer

directions. Figures 4—7 individually show the pressure drop pen-
alty and the heat transfer enhancement data against the pressure
ratio, UEA Penupdz/L)/ APs| non-enp for the EHD-enhanced con-
vective boiling and condensation. Equati@b) becomes

and
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7 o Experimental data from Singh et al. [4]
and Feng [18]

hEHD / hO
S

+0.92

0 1 2 3 4 5 6 7 8
EHD pressure 112
frictional pressure drop

Fig. 7 Regression of condensation heat transfer enhancement
experimental data in the presence of electric fields

L
APgpp

APq

=0.62-

Condensation

+2.24, (41)

A I:)fr|non-EHD

L 05
0

while Eqg. (36) becomes

hEHD
=0.89- +0.28 (42
ho Boiling AI:>fr|n0n—EHD ( )
and
L 0.5
0
o ~0.90| = +0.92. (43)
0 Icondensation fr‘non-EHD

Figures 8—13 show that Eq&l0)~(43)successfully predict the

15 . 1 ~
s 3 | ;
s »  G=101.3kg/m?s, T_,=25.1°C
12 7 s G=300.4kg/m%, T_=24.9C | |
] ~ - - - Equation (40)
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] - Equation (42)
£ 6
2 10N
& I N oo
= 4 5 ~
1 o, o
\\_.. .-~~_o-.""‘ -l
2 B o 3 S T -
e .'""o".'"“; """ ‘.“".' """""""""""""""
0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Quality, x

Fig. 8 Comparison of the predictions and the experimental
data for R-134a convective boiling at  Tg,=25°C and applied
voltage= 15 kV from Bryan and Seyed-Yagoobi [5]

condensation of low mass flux can be in the gravity-controlled or
the transition flow regimes and its heat transfer enhancement will
not completely follow the predictions based on the turbulence
analysis for annular flow regime. Most importantly, the significant
uncertainty of the data of the two-phase flow at any flow quality
values along with the effects of the electric field on the void
fraction and two-phase multiplier makes the accurate predictions
of the experimental data difficult.

trends of pressure drop penalty and heat transfer heat enhance-
ment in the presence of a radial electric field for both convective

boiling and convective condensation processes under various ©= 15
erating conditions. The agreement between the existing data ¢ I ‘ "
the predictions also confirms the role of turbulence in the EH

pressure drop penalty and heat transfer enhancement.

In general, the analysis given in this paper properly predicts g o S 2sa
experimental data under various operating conditions. HoweVn\g IR RS i
the discrepancies at high flow quality values between the pr% 6 {i— BT -
dicted heat transfer enhancement and the experimental data 1%
convective boiling are partially due to the change of flow regim
from annular flow to mist flow. In the mist flow regime, the non- 1
uniform electric field in the two-phase flow is inclined to pull the  0-
liquid drops away from the pipe wall towards the electrode. Th %17 ‘ ‘
consequent dry-out on the pipe wall suppresses the convect 4
boiling heat transfer as described by Feng and Seyed-Ya§®pbi
The analysis provided here does not take the annular-to-mist flc

regime transition into account.

At low flow quality values, the two-phase flow may fall into the'

gravity-controlled flow regiméstratified or intermittent The dis-

agreement between the experimental data and the theoretical |
dictions is partially due to the flow regime being different fronm
the assumed annular regime. In the gravity-controlled flow re¢
gime, the electro-convection takes an important role in heat trar
fer of the two-phase flow in the presence of electric field. Thu:
ignoring the effects of the electro-convection may lead to the

[ ] [ ]
G=99.9kg/m?s, T =4.9°C
G=300.7kg/m?s, T_,=5.0°C

- Equation (40)

12— ; A
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under-prediction of heat transfer enhancement at low flow qualigyy 9 comparison of the predictions and the experimental

values. The similar problem will possibly be faced if the mass flufata for R-134a convective boiling at
is low (i.e., G=50kg/nts). The horizontal internal convective voltage= 15 kV from Bryan and Seyed-Yagoobi
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Tsa=5°C and applied
[5]
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Fig. 12 Comparison of the predictions and the experimental
data for R-134a convective condensation at  T¢,=35°C and ap-
plied voltage =15 kV from Singh [3]

Fig. 10 Comparison of the predictions and the experimental
data for R-134a convective boiling at T4,=5°C and applied
voltage= 5 kV from Bryan and Seyed-Yagoobi [5]

. condensation processes at high mass fluxes. The analysis pre-

5 Conclusions sented in this paper can be a valuable tool for properly predicting

The effects of the electric field on the heat transfer and pressuihe heat transfer enhancement and the pressure drop penalty of the
drop in an annular two-phase flow were analyzed. Based on therizontal annular two-phase flow in the presence of a radial elec-
turbulence spectral theory, the fluctuation of the electric field irtric field.
fluences the distribution of the turbulent energy, especially in the
radial direction. The analysis revealed that the heat transfer cknowledgment
hancement and the pressure drop penalty are strongly related to ) ) )
the ratio of the radial pressure difference generated by the EHDThis work was partially supported by the NASA Microgravity
force to the axial frictional pressure drop. The theoretical predi€luid Physics Program.
tions agreed with the experimental data of the horizontal internal
convective boiling as well as the horizontal internal convectivdomenclature

A = constant
B = constant
12 c = constant
o ~ G=100kgis, T ,=35°C D = inner diameter, m
{1 --- Equation (41) E, e = electric field strength, V/m
& 8] Fr = Froude numberJ2/(gD)
ERE
& ° .
‘ 1 . 2 10 T ) I
4 A P WU \
i IR Boirnimnninee & . o G=50kgim?s, T, =35°C
] 8 8 . S
0 il 1 . - - - Equation (43)
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Fig. 13 Comparison of the predicted heat transfer enhance-

Fig. 11 Comparison of the predictions and the experimental
data for R-134a convective condensation at Tsa=35°C and G
=100 kg/ m?s from Feng [18]
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ment and the experimental data for R-134a convective conden-
sation at T4,=35°C, G=50kg/m?s, and applied voltage
=15 kV from Singh et al. [4]
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force density, N/m

friction factor

mass flux, kg/mMs

heat transfer coefficient, WA
superficial velocity, s/m
wave number, m*

wave vector

pipe length, m

coefficient

pressure, Pa

wave vector

wave vector

radius,m or r-axis coordinate
unit radial vector

= correlation coefficient

Reynolds number

temperature, °C or second order tensor, R/m

time, s
velocities, m/s
quality

radius, m

z-axis coordinate

Greek Symbols

a = void factor
e = permittivity, F/m
& = electric potentialV
¢, = two-phase multiplier
0 = 6-axis coordinate
p = density, kg/m
7 = shear force, N/
Subscripts

EHD = electrohydrodynamical

non-

EHD = without electric field
e = electrode or electric
fr = frictional
h = heat transfer
i = interfacial or index

inert = inertial
j = index
| = liquid
lo = liquid phase only
m = index
0 = pipe
p = pressure drop
r = radial

sat = saturation
tot = total
two-

phase= two-phase
v = vapor
vl = difference between liquid and vapor

486 / Vol. 125, JUNE 2003

w = wall
0 = vacuum
1,2,3 = coefficient index
7 = characteristic turbulent velocity

Superscripts

! fluctuation
— = average

t = in wave number space
* = nondimensional
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1 Introduction sizing of a combustor is dictated by combustion in a micro scale
environment. As noted above, literature is scarce in this area. Ex-

As the demand for power sources to actuate mobile micro Sycséégt the quenching distance measured between two discs, data on

tems INCreases, micro scale. heat engines hgve been tested ah&ower limit of a combustor scale that allows burning are not
altt_ernatlve to batteries. Pgrtlcularly wh_en micro systems are r dequate for design and evaluation of such devices. As the com-
qu_lred to perform mechar_ncal work as in a micro ar Veh'CIPT a"Gystor size is reduced to a scale comparable to or less than
micro spacecraft, the drain of energy is too quick for batteries {Q,anching distance, processes that have been ignored in a macro
be a viable energy source. Although the power requirement ¢5je combustion become significant. Increased heat transfer
micro system is substantially less than macro scale devic@syough the combustor wall affects both the flame propagation and
mobile micro systems have stringent weight and packagifle cooling of burnt gases after burning is completed. Secondly,
limitations for power sources. In general, the energy density ¢{e small-scale combustor volume has adverse effects on the ig-
batteries is too low for use where mechanical power is needed. Rflon of the fuel and air mixture. For stable initiation of combus-
the other hand, the smallest existing engines in model aircraft aign, a relatively large heat input is required in terms of electric
still too bulky and unreliable for applications in micro systemsdischarge or catalytic reaction in some cases. When electric spark
The energy density of hydrocarbon liquid fuel is approximatelgischarge is used for ignition, electrical insulation must be pro-
1000 times that of batteries. Even if we take into account the lowded between the electrodes and the combustor walls without
thermal efficiency caused by reducing the scale of the devidacreasing the overall volume of the device, common silicon wa-
power generation using a micro combustor may be an attractifer material is not a good insulator and not suitable as a base plate
alternative. material in an electrically ignited combustor as a result. Work on
In recent years, several research groups started working on cigmition by micro scale electric discharge, thermal heating and
cepts of micro scale combustion devices. Fu efH).described catalytic reaction have been reported by different research groups
work on a MEMS rotary engine and Mehra et f2] tested a [4—6]. Thirdly, a practical micro engine requires a number of
prototype MEMS turbine engine that was fabricated by wafénicro fluidic devices to meter and calibrate fuel and oxidizer
bonding and Deep RIE. Sitzki et &4B] reported an experiment on flows. Due to the progress in MEMS devices in the past decades,
a micro scale excess enthalpy burner. While the fabrication préiere is a wide variety of available technology in micro fluidic
cesses of MEMS devices have matured, combustion phenomégyices including valves and pumpg]. Lastly, we need an esti-
at micro scale have not yet been explored, partly because needf@te of available work from combustion in a micro combustor.
research has arisen recently. The theoretically available work in terms of the second law of
We expect that a variety of constraints in a millimeter or sughérmodynamics must be sufficiently high for the combustor to
millimeter scale combustion chamber have been ignored inPAduce work.

macro scale heat engine, when combustion occurs. Firstly, thdn order to solve all the technical problems in the development
of a micro engine, a systematic investigation involving many dif-

Contributed by the Heat Transfer Division for publication in tt®UBNAL OF ferent d_ISCIp|Iﬂes_IS nece_ssary. Two of the mOSt. pressing tasks_ In
HEAT TRANSFER Manuscript received by the Heat Transfer Division April 12, 2002;the deS|g_n ofa micro engine are the understan_chng the_ cor_nbusuon
revision received December 26, 2002. Associate Editor: R. Skocypec. process in a micro scale volume and developing fabrication pro-
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cesses to materialize such a device. Past research on micro com 5§
bustion devices placed emphasis on the fabrication processes an
performance verification of subsystems and overlooked the impor-
tance of the thermo-fluidic phenomena of micro combustion. In
the present study, combustion phenomena in a micro cylinder with
variable depth were investigated experimentally and simple model @ GQuenching condition
was derived to predict the quenching. The results of the combus-g sl (5/Vlg= 3.6 mm"’
tion study were applied to the design of a micro-reciprocating
device powered by combustion for sizing and performance esti-
mation. A micro machining process was established to accommo- 3
date the scale requirement imposed by the combustion experiment
and modeling. Finally, a prototype device was constructed and a g_
single stroke operation was tested successfully.

Mo reaction limit

2 Design and Feasibility

2.1 Combustion Experiment. A miniature closed vessel L= e : !
combustion chamber with a cylindrical inside volume was de- 1 2 3 4
signed and fabricated with a variable depth from 0.4 to 4 [8in Surface area / Volume (mm™)
A stoichiometric mixture of hydrogen and air was supplied to the
combustor. A piezoelectric pressure transducer inserted through Fig- 2 Pressure ratio plotted against shape factor
the chamber wall picked up the instantaneous pressure hike after
ignition and the subsequent pressure drop after completion of

reaction. L ) initial pressure as the combustor size decreases. The vertical dot-
The ratio of the peak pressure to the initial pressure is plotted gy jine, toward the higher value of shape parameter, is the surface
Fig. 1 for the cases tested. Eight realizations of each test conditignyojume ratio evaluated from existing data of quenching dis-
were made to obtain statistically significant results. The scatter @k ce[9]. The horizontal dotted line represents a pressure ratio of
individual measurement ranged from 3 to 17% around the megRity, implying no combustion. The measured pressure ratio starts
values and has an average of 7% with a significance, tested{fjyh at low shape parameter and decreases toward unity as the
significance level of 5%. The deviations are represented by erg{ape parameter increases. This figure qualitatively demonstrates
bars on the plot. This ratio represents a measure of the me@inpustion efficiency is significantly lower in a micro scale com-
effective pressure of the burnt gases and has significance in ev@lystion chamber than in a macro scale. However, pressure data

ating the available work. Also, the value is used for the determijone are inadequate for the quantitative estimation of the com-
nation of the heat transfer coefficient for thermal analysis. Thg;stion efficiency.

plot shows that the pressure ratio is nearly independent of the
initial pressure for a combustion chamber height less than 2.0 mm2.2 Quenching Prediction. The present calculation em-
With bigger combustion chamber volumes, the pressure ratio #oys a simple theoretical model rather than a direct numerical
sponded favorably to higher initial pressure. simulation to predict quenching and combustion efficiency. It is
The effect of heat loss to the surroundings is related to th@sed on energy balance equation within closed vessel combustor
shape parameter, which is defined as the ratio of surface to volubd@]. In the modeled MEMS combustor, the flame is assumed to
of the cylinder. Figure 2 shows the effect of the shape paramefsppagate in a shallow cylindrical volume with a depth of a few
on the pressure ratios that is averaged over each initial pressiiidimeters at most. The flame propagates in a radial direction
ratio in Fig. 1. The error bars on this plot represent the extent while the dominant heat transfer is towards the top and bottom
deviation of the ratio of peak pressure to initial pressure. Thialls. Unlike combustion in a macro scale volume, the heat loss
deviation decreases and the pressure ratio becomes independe@€idyely affects the flame propagation and must be accounted for
in the integration of the equation that governs the flame motion.
The flame propagation is divided into many small consecutive
steps. Upon completion of each propagation step, the system is
8r H=061mm adjusted by the heat loss during the step. Assumptions made for
; the modeling follow Lee and Kwoill]. Figure 3 shows the

e Diagnostic data i;i‘ﬁ";‘;‘(‘r;ﬁ
E Prossurne dF by dn sten -
o
o v
E - Property derivation Tﬂrprl'mlurr
~ Themmodynamic relaton -1%?#5}?':-0?-
E 'I mcorporated with heat loss - - rr——
I . ‘ = } [:uri'l:l:‘rirm ]
! 'E Ty correctian I
e e —.‘:— Heat loss characteristics J:L
- b [~ Property change, Quenching i
0 | . 1 . o 1 + ‘L—__L
2 3 4 Parformance astimation =
a% - F P:I'I!Hﬁl.‘ll\ﬂ'
Initial pressure (100 kpa) bt Sl intewration
Fig. 1 Maximum to initial pressure ratio in each test condition Fig. 3 Schematic diagram for solution procedure
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calculation procedure of the model. For each small step of flame S e

propagation, the pressure and temperature are corrected by the w fm‘l{_
adiabatic compression and the heat loss to the wall. The step size e
of the flame propagation was about the scale of the flame thick- =— h=0.001

—a—— h=0.003
» h=0.005

ness to ensure the convergence of calculation. For each step, the
heat generated by the combustion is compared to the heat loss tc
the wall to test the quenching condition. The total heat loss is the
sum of wall heat transfer and conduction to the unburned region
and is expressed as iH)Vh(T,—T.)+A{kAT:/5;. If heat

production from the advancement of the flame is less than the @ 4/
total loss, quenching has occurred. The simplified equations to be .M

pressure

solved simultaneously are as folldd0]. @
Pressure-burned fraction relation E
[=]
dp (B(PIP)Y7u—1).P L =z
an~ Ty (PIP) Do (L Typa-m
Pressure-temperature relation
o [Pufin , - 05 I
v Py @) Bumed fraction
MeCpey T+=LMiCpuy Tut My X, 7o, ] (3 {a)
Pk 1-1/yy
Toj= Tk P, 4) 2 :
Where,j is an index for an arbitrary spatial location in the burnt — ®m—— h=0.001
region, whilek is an index of the flame location. E —h—— h=0.003
Equation (1)-(4) are normalized by initial temperature and %% - h = 0.005 ]
pressure in the following Eqs(5)—(8), The cooling step and 5157 — »—— h=0.007
guenching condition, also expressed in normalized form, are pre- E — h = 0,009 _#,-4‘
sented in Eqs(9)—(10) a -
dr (Br=1)- 7 o 8 4
dn 1y, 7~ (1ly,—1/y,)(1—n) ) =
0= w0 © @
:{micp(u) . m; _ @) E 0.5
ImeCom T MeCpp Ty A2 o
T 1-1/yy |
0.=0; | — 8 . " ——
o (m ©) % 0.25 0.5 0.75
a1 onh s Ak o Burned fraction
[6b f]_m(b ) \m(f w (9) (b)
2nVhT; AT, Fig. 4 Heat loss effect on pressure buildup and heat loss to
5LmiXHzﬁst H (o= 0)+ 5 (6i—6u) (10) heat production ratio:  (a) pressure change for the assigned h

) ) ) ) value; and (b) the ration of heat loss to production for the as-
Equation(1) is the relationship between pressure and burned valigned h value.

ume fraction inside the cylinder. Equatié®) to (4) are relation-

ships between gas properties assuming ideal gas and instantaneous

isentropic compression due to flame propagation substeps. Equa-

tion (4) is the expression of frozen isentropic relation between ayg- 4(a)with the sameh and burnt fraction, an4) if the result-

location in burned region and flaniz2]. Equation(9) represents iNg peak pressure is largely different from the measured peak

the conservation of energy including the heat loss to the combugsessure, corredi and repeat2) and (3) until the discrepancy

tor wall as well as to the unburnt region. EquatitiD) is the between the calculated and measured peak pressures fall within a

quenching condition that will be tested upon completion of eadhlerance limit. The procedure is illustrated in Fig. 5.

flame propagation step. Equati®®)—(9) constitute a system of The numerical integration was performed by the second order

equations and solved simultaneously faré;, 6,, 6,, nwith a Runge-Kutta method which has a numerical uncertainty of the

known heat transfer coefficient. order of (dn)®, wherednis the integration step size. We used 0.01
Figure 4(a)shows the pressure-burnt fraction relationship ofor dn, which resulted in the computational uncertainty with an

tained by integrating Eq(5) and Fig. 4(b)is the ratio of the heat order of 10,

loss (the right hand side of Eq10)) to the heat of combustion  Figure 6 shows the temperature profiles as a function of burnt

(the left hand side of Eq10)) as a function of burnt fraction for fraction at two typical instances during the flame propagation. In

various values oh. Flame is quenched when this ratio reachesig. 7, the heat transfer coefficients determined at different test

unity and pressure attains its peak at that burnt fraction. The prBnditions are presented as a function of the initial pressure with

cedure for determination of the heat transfer coefficient from thike cylinder depth as a parameter. Figure 7 shows the dependence

measured peak pressure is as folloyls:guessh, (2) find burnt of heat transfer coefficient on the combustor height and initial

fraction at quenching from Fig.(8), (3) find peak pressure from pressure.

Journal of Heat Transfer JUNE 2003, Vol. 125 / 489

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ir , x 10 W / mol m?K
[  — = Heat loss / Heat production
—#—— Dimensionless pressure 4r ——#—— H=0861mm
E I —i H=1.0 mm
T —y—— H=1.5 mm
i Maximum —p— H=2.0 mm
pressure. —a4— H=25 mm
2F \ E
: / s
- _‘-’-‘-’_‘.’._‘_’-._. E
) - E
_./""—rl/ Total burned o
[ 1 i M L 4 |
4 0.5 1
Burned volume fraction
1 i 4 | 1

Fig. 5 Determination of total burned fraction in experiment
case

Initial pressure (100 kpa)

2.3 Second Law Analysis. Total burned fractions that were Fig. 7 Heat transfer coefficient normalized by initial molar

obtained from the quenching calculation at all test cases are pfass
sented in Fig. 8. From the result of total burned fraction quench-

ing is observed in most cases. The result can be used to calculate r
heat produced by the combustion process which experiences
guenching. Also it can be used as design parameter as upper limit.2
of device dimension to prevent quenching in combustor. The work E 0.75
available from a hot gas system is estimated from the gas proper-4&
ties in a closed system undergoing a quasi-equilibrium process @
from the peak pressure to quenchidg] by §
M1ota= Me+ My E 0.5
Wrev:(mebue_ mibui)+(miuue_ miuui)_Toc{(mebse_ r‘nibsi) E —s—— Pi=1704 kpa
(M Se—MuS)} ) Bgosl === =0t W
. _ . e & ——»—— Pi=30823kpa
Where, subscript denotes the initial state and subscripthe s Pi = 377.3 kpa
state at the instant the flame stops. The available work is plotted in = ' g 5P
Fig. 9. With chamber depth greater than 2 mm, the hot gas gen- - N . f e B
erated by combustion can theoretically produce 0.5 toJ2pgr 0 ' 1 2 3
chamber height (mm)
Wi mK Fig. 8 Total burned fraction of all test cases
12 —
e h =0.001 3 = H=0.61mm
“E _______ h =0.003 4—— H=1.0 mm
g sarpuery h = 0.005 f — =+ H=15 mm
o [re— paciedl : h =0.007 L ——+—— H=20 mm V.
§ — e —a—— H=25 mm /9/
o = ——#—— H=3.0 mm ’.
a >
G ° s,
- =
?
N
g
o | o ———— SRR, S
= e — = (RS, 4 I 1
R Ml R e e S 1 P B | b=t — R
0
0 0.25 0.5 0.75 i 4
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Fig. 6 Heat loss effect on temperature propagation
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Fig. 9 Estimated reversible work
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cycles. From comparison of the estimated reversible work, ti8 Micro Fabrication of the Device
combustion efficiency is evaluated. Combustion efficiency is de-

fined by

Wiev

7= ——
oy, MixH,

12

3.1 Proposed Design. The experimental data were used in
the design of a micro reciprocating device. In this part, the design,
fabrication process and actual combustion test of a prototype re-
ciprocating device are described. The design concept tested here
can be further developed and incorporated into a micro engine
system. The engine structure consists of three wafer layers bonded
together. Photosensitive glass was selected as base material for

For all experimental conditions, the combustion efficiency we¥/o reasons: glass wafer itself is a good electrical insulator than Si
between 0.6 and 0.7, which is lower than macro scale combust¥fafer and anisotropic etching produces better result with a photo-

as expected.

Gas inlet Exhaust hole

= J:Lj

Smm

Spark plug
Check valve Sk ]

Combustion l:iln—ilr i

I
" T

Pyrex glass

Fig. 10 Proposed structure of MEMS engine

|
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Fig. 11 Schematic of coil ignition system

sensitive glass. The middle layer is also made of photosensitive
glass wafer and the cylinder and the combustion chamber are
engraved on this layer. The bottom layer is made of Pyrex glass
wafer and serves as a base plate of the assembly. The schematic of
the device is illustrated Fig. 10. The initial combustor volume was

1 mmx 1 mmx1mm with a stroke length of 8 mm. The design is

a result of compromise between competing requirements of the
fabrication and the combustion. The smaller the chamber height,
the easier and cheaper the fabrication process becomes, because
the device can be built on an off-the-shelf wafer that are usually
available in thickness of 1 mm.

3.2 Ignition. Ignition is required to initiate combustion in
the device. In the present study, an electric spark was used to
accurately calibrate the ignition energy. The ignitor circuitry is
integrated onto the wafer on which the device is built during the
micro machining process of the overall device. The construction
of the ignitor should take into account the minimum ignition en-
ergy for the given gas mixture and integration with the overall
device. We used Ni electroplating to build the ignition circuitry
and electrodes on the wafer materfak]. The electroplated Ni
layer on the base plate was 4@ high and 20-200 xm wide. A
schematic of an inductance type ignition system used in the ex-
periment is shown in Fig. 11. The ignition energy of 1.7
~1.8 mJ was sufficient to ignite the combustible gas and much
smaller than the available work.

Effects of electrode geometry on the discharge voltage are
shown in Fig. 12. The endurance of the electrodes was tested by
discharging an electric spark at a frequency of 1 kHz. The test
result in Fig. 13 shows growth of erosion at the tip of the elec-
trodes. However, the spark discharge did not show further dete-
rioration up to 16 operations.

3.3 Fabrication Process. The fabrication process for each
layer is described below, beginning with the middle layer. Photo-
sensitive glass of thickness 1 mm is exposed to UV light and
thermally treated. UV intensity was controlled to 8Jfcat a
wavelength of 350 nm. The wafer was then etched slightly to
make a depth coverage that could be used as an align key. A

xz mﬂL __.-i-— — ___—ql-
?m- ,__—PF""} s mn- /}i,ﬂ
b= —%/*/ Pl b/

07 \/, S ! |
E 2000 Gap 5 500 S00 pm|
I -l L
@ 1000- I - g i -;ﬁ‘idth

“'"'1 100 pm

o0 w0 6 S0 1300 1200 1400 1900 R T B0 200
Electrode Gaplum Electrode Width{um)
(a) )

Fig. 12 Discharge voltage according to electrode gap:

(b) width versus discharge voltage
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Fig. 13 Result of reliability test of fabricated electrode

Cr/Au seed layer was deposited for the electroplating process witfall. Gas leakage through these gaps undermines the performance
a thermal evaporator with a thickness of 250 A/2500 A. A thickf a heat device. For better construction, better bonding methods
PR (AZ9260) mold was formed on top of the wafer with a thick-with possible lubricant on the sidewall of the cylinder can be
ness of 45um. A 40 um deep Ni layer was electroplated on top otonsidered.
it. The UV-exposed and thermally treated glass was etched in an ) ) o o
HF solution with 10% of HF concentration by volume. The use of 3.4 Results. The final fabricated device is shown in Fig. 14.
an ultrasound washing device accelerated the etching tan20 A combustion test was carried out with the prototype device. Test
min. The glass wafer was etched from the backside to protect tWas performed with stoichiometric mixture of hydrogen and air at
seed layer and Ni structure during the etching process. For ad@imospheric pressure. The results suggest proper ignition and
tional protection, the front side was coated with a paraffin laydtame propagation within the cylinder. Analyzing the piston dis-
After completion of etching, paraffin and AZ 9260 PR are strippeplacements of consecutive video images, piston velocity was de-
by boiling in TCE(Trichloroethylene acetone, and methanol so-rived. Image analysis of the video clip taken at a framing rate of
lutions, in that order. 9000 fps by a digital motion analyzer resulted in the piston speed
The same process is used for the top layer with a reduced @Y approximately 10 cm/stion gas. Relatively low piston speed is
intensity of 3J/crf, as the etching depth for the top layer is appartly anticipated due to incomplete sealing of the cylinder. For
proximately half the thickness of the wafer. This is because tlige temperature measurement, monolithically implanted micro re-

upper and lower halves are patterned differently. sistance appears promising but was not tried in the present study.
The bottom and middle layers were bonded together and a pis-

ton made of photosensitive glass was inserted into the cylinder.

Lastly, the top layer was bonded to the middle layer with epoxy

glue. Since the piston must remain free, fusion bonding of the

middle layer and the top layer is not suitable in this structure. This .

process is not complex but causes the problem of gas leakdge Conclusion

through a gap resulting from the epoxy bonding. Although not A MEMS combustion device was built and its operation was
used in the present study, fusion bonding is expected to resultgBmonstrated. The design was based on data obtained from a com-
better seal against gas leakage. Aside from the unsealed gam@dtion experiments in a micro combustor. Simple pressure mea-
tens of microns caused by bonding of the different layers, thered§rement and visualization of the test combustor resulted in data
also a gap between the side face of the piston and the cylinggf sjzing and prediction of performance of the device. When the
combustion chamber had a height less than 2 mm, quenching and
increased heat loss prevented stable ignition and completion of
combustion. Partial flame propagation and subsequent pressure
rise was observed even in a combustor depth slightly less than
the quenching distance. Theoretical analysis based on the mea-
sured pressure data resulted in thermal energy release up to a few
Joules in a combustor height of 2 mm and more. Combustion
efficiency was about 0-60.7, which is lower than in a macro
scale combustor. In order to achieve higher efficiency, additional
measures such as preheating and/or insulation of the wall may
prove effective.

Based on the findings of the micro combustion experiment and
the theoretical analysis, a MEMS reciprocating device was de-
signed and a fabrication process was established. Photosensitive
glass was proven to be suitable for the reciprocating combustion

ombustiop chambor

pisten - device for its favorable material properties, namely, high electric
r resistance, anisotropic etching characteristics and low thermal
conductivity.

A combustion test of the reciprocating device showed piston
displacement by hot gases. Although plagued with the leakage
problem aforementioned, the test demonstrated that a micro-scale
reciprocating device can be built and power can be generated. The
findings of the present study warrant further research on micro
Fig. 14 Fabricated result combustion phenomena and different concepts of micro engines.
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Nomenclature

S<cHon -033x:*3'130>
Il

area

specific heat
combustor height
heat loss coefficient
heating value
thermal conductivity
mole number
burned fraction
pressure

entropy
temperature
internal energy
combustor volume
work

Subscripts

b
e =
f =
i
L
u

burned

after completion of combustion
flame surface, at flame

initial

laminar

unburned

surrounding
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Heat Transfer Coefficients
and Film-Cooling Effectiveness
on a Gas Turbine Blade Tip

The detailed distributions of heat transfer coefficient and film cooling effectiveness on a
gas turbine blade tip were measured using a hue detection based transient liquid crystals
technique. Tests were performed on a five-bladed linear cascade with blow-down facility.
The Reynolds number based on cascade exit velocity and axial chord length was 1.1
Xx10° and the total turning angle of the blade was 97.7°. The overall pressure ratio was

1.2 and the inlet and exit Mach numbers were 0.25 and 0.59, respectively. The turbulence
intensity level at the cascade inlet was 9.7%. The blade model was equipped with a single
row of film cooling holes at both the tip portion along the camber line and near the tip

region of the pressure side. All measurements were made at the three different tip gap
clearances of 1.0%, 1.5%, and 2.5% of blade span and the three blowing ratios of 0.5, 1,
and 2. Results showed that, in general, heat transfer coefficient and film effectiveness

increased with increasing tip gap clearance. As blowing ratio increased, heat transfer
coefficient decreased, while film effectiveness increased. Results also showed that adding
pressure side coolant injection would further decrease the blade tip heat transfer coeffi-
cient but increase film-cooling effectiveneddOl: 10.1115/1.1565096

Keywords: Cooling, Film Cooling, Heat Transfer, Measurement Techniques, Rotating,
Turbines

Introduction et al.[4] studied heat transfer for both flat and grooved rectangu-
lar tip models. They confirmed that relative motion had little ef-

_In modern gas tl_erlnes, there is a contlnumg_trend towar act on the averaged tip heat transfer, though some local effects
higher gas turbine inlet temperatures in order to increase POWEL o observed

and efficiency. This, however, has resulted in a higher heat load ONrhere are some data in the open literature on blade tip heat
turbine components. Blade tips are one of the regions suscepti{?%sfer in a cascade environment. Metzger ef%).used heat
to failure due to the large thermal load and difficulty in coolingg, \ sensors to measure local heat flux in a rotating turbine rig
For the typical gas turbine rotor blade, there is a gap between Wﬁh two different tip gaps. Bunker et dl6] investigated the de-
rotating blade tip and the stationary shroud surface called the Eﬂled distributions of heat transfer coefficient on the blade tip
gap. Blade tip failure is caused primarily by hot gas flow throug§,face using hue detection based liquid crystals technique. They
the tip gap. Hot gas leaks through the tip gap because of pressygsured the heat transfer coefficients at three tip gaps and two
differences between the blade pressure and the suction side, Cgld3s stream turbulence levels with both sharp and rounded edges.
ing a thin boundary layer and a high heat transfer coefficiet; a4 et al.[7,8] studied the flow and heat transfer on the first
Therefore, sophisticated cooling techniques must be employedsfgge plade tip of an aircraft engine turbine (GH:EThey pre-
cool the blade tip in order to maintain performance requiremenig,nteq the effects of tip gap clearance and free-stream turbulence
Figure 1 shows typical cooling methods for the modern 9agiensity level on the detailed heat transfer coefficient distribu-
turbine blade with a plane tip. Impingement cooling, pin-fin coolqns for hoth plane and squealer tips under engine representative
ing, and rib turbulated cooling are employed to remove heat frof,y conditions. They used the transient liquid crystals technique
blade’s interior. Outside of the blade, one common method fgh found that the overall heat transfer coefficients on the squealer
reducing the heat transfer from the hot gas to the blade COMARy were lower than those of the plane tip. Teng e{ @) measured

nents is the film-cooling method. The film-cooling method coolfeat transfer coefficients and static pressure distributions on a tur-
blades by ejecting cooler air from the blade’s internal coolant

passages through discrete holes to provide a protective film on the
surface exposed to hot gas. Due to the decreased film-to-wall
temperature, heat transfer rates can be substantially reduc rim
However, few papers have been presented about blade tip cooli
Thus, it is important to investigate the heat transfer and filn ‘
cooling effectiveness of a film-cooled blade tip. Detailed turbin ¥ Z{L
cooling methods are described by Han et &l. -
Recently, many researchers have paid attention to turbine ble
tip heat transfer. Mayle and Metzgg] studied heat transfer in a Ingingemen
two-dimensional rectangular tip model with and without a rotatin N
shroud. They noted that the effect of blade rotation could be n ©
glected to access the blade tip heat transfer over the entire ra
of parameters considered in the study. Metzger €t3dand Chyu I I 1

Rib turbulators Tip cap holes
haped internal cooling passage i

Trailing edge

Tip cap cooling ejection
TSI

<30 Rib turbulated
cooling

* ' Pin-fin cooling

C v v o4

Cooling air

Contributed by the Heat Transfer Division for publication in th®URNAL OF . . . .
HEAT TRANSFER Manuscript received by the Heat Transfer Division May 17, 2002Fig. 1 The schematic of a modern gas turbine with common
revision received December 27, 2002. Associate Editor: K. S. Ball. cooling techniques
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bine blade tip in a large-scale low-speed wind tunnel facility using L T 70
c 4

the transient liquid crystals technique. They showed that major

leakage flow existed in the mid-chord region and that the unsteady
wake effect increased the Nusselt number at a large tip(3f#p, 74
but the effect diminished with the decrease of tip gaps. Dunn and TE LE
Haldeman[10] measured time averaged heat flux at the recessed

blade tip for a full-scale rotating turbine stage at transonic vane

exit conditions. They found that the Nusselt number on the floor

side lip was in excess of the blade stagnation value.

Some researchers carried out numerical investigations to pre-
dict blade tip heat transfer. Ameri and Steinthorsgbh12]pre-
dicted the heat transfer on the tip of the SSNEpace Shuttle /

~J

of the recess near the leading edge of the blade and on the suction g'
=7/

f

Main Engine)rotor blade. Ameri et al[13] computed flow and

~N
~
_—

heat transfer on the tip of a GEXHirst stage rotor blade for both 1 .
smooth and recessed tips. Ameri et d4] also predicted the \%0

effects of tip clearance and casing recess on heat transfer and

stage efficiency for several squealer blade tip geometries. Ameri

and Bunker{15] performed a computational study to investigate

detailed heat transfer distributions on blade tip surfaces for a large

power generation turbine and compared with the experimental

data of Bunker et a[6]. . L . Fig. 3 Definition of blade tip clearance and the inflow and out-
There are a few papers available on blade tip film-cooling eXgsw angles

periments. Kim et al[16]and Kim and Metzgef17] used a two-

dimensional rectangular tip model to simulate the leakage flow.

They studied the heat transfer coefficients and film cooling effec-

tiveness using transient liquid crystals technique with various

cooling configurations. . . .
g 9 ﬁ|?ar acrylic plate for best optical access to the blade tip. Two

8.61cm

AN

The present study used hue detection based transient ligq " . A h
crystals technique to measure the heat transfer coefficients stable trailing edge tailboards were used to provide identical
film-cooling effectiveness on a blade tip. The test section used fpW conditions through the two passages adjacent to the center

this study was a five-bladed linear cascade, and the blade proflj@de: For the heated coolant air test, coolant air was bypassed
was a first stage rotor blade tip of the modern aircraft gas turbitftil the desired temperature was achieved. After the coolant air

engine (GE-B). Measurements were performed for the tip cleaf€Mperature reached the desired value, heated coolant air was di-
ances of 1.0%, 1.5%, and 2.5% of blade span with the avera ted to the film-cooling measurement blade by a 3-way solenoid
' ' alve. A turbulence-generating grid of 57% porosity was placed

blowing ratios of 0.5, 1, and 2. In the authors’ knowledge, thi 7 cm upstream of the center blade. The turbulence intensity
is the first experimental vailable in th n liter ’ : .
study is the first experimental data available in the open literat as measured 6 cm upstream of the center blade with a TSI IFA-

for the blade tip film-cooling test. The results presented in th A . - ) :
P 9 P 00 unit. In this test, turbulence intensity with a turbulence-

paper could be used for the CFD code validation. generating grid was 9.7%. The turbulence length scale was esti-
. mated to be 1.5 cm, which is slightly larger than the grid size.
Experimental Setup Figure 3 shows the definition of the blade tip clearance and the
Figure 2 shows the schematic of the test facility. The test seioflow and outflow angles. The tip gaps used for this study were
tion consisted of a stationary blow-down facility with a five-1.31 mm, 1.97 mm, and 3.29 mm, which correspond to about
bladed linear cascade. Compressed air stored in tanks entered086, 1.5%, and 2.5% of the blade spd2.2 cm). Hard gaskets
high flow pneumatic control valve. The controller received feedf desired thickness were placed on top of the side walls, the
back from the downstream and could maintain the downstreanailing edge tailboard, and two outer guide blades to create tip
velocity within +3% of the desired setting value. The cascadgaps of desired height.
inlet dimensions were 31.1 cm wide and 12.2 cm high. The testDuring the blow-down test, the inlet air velocity was set at 85
section’s top, bottom, and sides were made of 1.27 cm thick poly/s and the exit velocity at 199 m/s. The Reynolds number based
carbonate plate for the pressure measurement test. For the latixial chord length and exit velocity was X 10°. Detailed
transfer test, however, the top was replaced with a 1.27 cm thitsw conditions, such as the flow periodicity in cascade and the
pressure distribution along the blade, are described in Azad et al.
[7].
Compressed Air The blades were made of aluminum and finished with EDM
Coolant Air 0 machine. Each blade had a 12.2 cm span and 8.61 cm axial chord
b Preumatic length. These were three times enlarged dimension of a GE-E
Valve blade tip profile. Each blade had a constant cross section for the
entire span. Figure 4 represents the film-cooling measurement
blade. The lower portion of the blade was made of aluminum and
had two holes for supplying coolant air and one hole for a car-
tridge heater. The upper portion had an inner aluminum rim with a
cavity and an outer shell that was made of black polycarbonate
with low thermal conductivity. One cartridge heater was inserted
into the aluminum blade. The cartridge heater provided heat to the
aluminum core, which heated the outer polycarbonate shell. Thir-
Turbulence Grid teen film-cooling holes were instrumented on both the blade tip
and pressure side, respectively. On the tip, holes were located
along the camber line. Film-cooling holes on the pressure side had
Fig. 2 The schematic of a blow-down facility a 30° angle with respect to the blade pressure surface. Each hole

Heater

Coolant Air
Bypass
<

Solenoid

k
Valve Pressure Feedbac

RGB
Camera

Journal of Heat Transfer JUNE 2003, Vol. 125 / 495

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



! < e P/P
1.00 1.07 1.13 120 1.27

M=0
Polycarbonate Exterior
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[ 0.444cm !
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3.175cm M=0.5
0.318cm
M=1
9.025cm
Cartride Heater Cooling Air Supplying Holes M=2
Fig. 4 Film-cooling measurement blade
had a diametefd) of 0.127 cm and the distance between eachi9 8 Pressure distributions on the shroud surface for €

hole was 0.635 cni5d). Figure 5 shows the geometry of film- 1:5% and injection from tip holes only

cooling holes on the pressure side and the tip.

Three different blowing ratiogVl) of 0.5, 1, and 2 were tested. (IJowing ratios. The pressure side holes were covered with duct

Because the actual velocity of leakage flow and coolant air COLE; d lant ai niected f the tip hol Iv. A hiah
vary with location and blowing ratio, blowing ratio was defined a. pe and coolant air was injected trom the tip holes only. /A higher

value of P, /P corresponds to a lower static pressngh veloc-

M=p.V./pmVayg Here,V, is the averaged coolant air velocity,. . ) .
Vayis the averaged velocity of cascade inlet and exit velocity, agg)’ while a lower value corresponds to a higher static pressure

pu andp, are the densities of mainstream and coolant air, resp ow velocity). The pressure distributions in Fig. 6 could explain
ti\Ter ¢ ' e heat transfer results on the tip surface to be presented in the

later part of the paper. The black curves in the contours indicate
= M dR | blade location under the shroud. TRe/P distributions show the

ressure Measurement an esults possible paths of leakage flow. The lowy/P near the pressure

A total of 46 pressure taps were instrumented on the shrositle leading edge portion indicates that leakage flow enters the tip
surface opposite to the blade tip surface. Pressures were recorgapl at this region, while the highd?, /P near the suction side
with a 48-channel Scanivalve system with Labview softwaréndicates where the leakage flow exits. Results show that overall
Measurements were repeated 18 times for each blowing ratio c&éP decreases as blowing ratio increasegerall leakage flow
and averaged. The estimated uncertainty was less than 2%. decreases as blowing ratio increasés possible reason for this

Figure 6 shows the total pressure to local static pressure ratiend is that leakage flow may be blocked by injected coolant.
(P;/P) distributions on the shroud surface for four differentnjected jets to the narrow tip gap may work as flow resistance
and increase local static pressure, which results in the reduced
flow leakage through the tip gap. As blowing ratio increases from

k Shrond \\1 M=0toM=2, P,/P decreases by 6% at the high&t P region
located at the suction side near 30—40% of the chord. At the
ﬁ + [TiP % pressure side edge_ near_4(_)% of the chdd/P decreases by
I about 10% as blowing ratio increases frdfin=0 to M =2.

Polycarbonate
Shell The Heat Transfer Measurement Theory

A hue detection based transient liquid crystals technique was

Suction-side used to measure heat transfer and film-cooling effectiveness on
the blade tip. The local heat transfer coefficient over a liquid crys-

tals coated surface without film injection can be obtained using a
one-dimension semi-infinite solid assumption for the test surface.

30°

Pressure side —
0.127c¢m

Aluminum
Hmins The one-dimensional transient conduction equation, the initial
Fig. 5 Geometry of film-cooling holes condition, and the convective boundary condition are:
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9T JT Equations(7) and (8) were solved iteratively at each pixel to

kﬁz =pcpE (1) obtain the detailed heat transfer coefficient and film effectiveness
distributions.
at t=0, T=T, ) The experimental uncertainty was calculated by the methods of

Kline and McClintock[19]. Note that the blade tip materigdoly-
aT carbonatehas a very low thermal conductivity of 0.18 W/mK.
at x=0, —k—o=h(Ty=Tp); asx—, T=T;  (3) The liquid crystals color change transition occurs at the surface
which is kept at a uniform initial temperature. Test duration is
The solution of the above equation at the convective boundasynaller(10—-30 secthan the time required for the temperature to

surface k=0) is the following: penetrate the full thickness of the blade tip material. Thus a one-
) dimensional transition, semi-infinite solid assumption is valid

Tw=Ti _ M h\/ﬁ 4 throughout the surface, except near the tip edges. The individual

To—Ti ex k? er k ) uncertainties in the measurement of the time of color change

. o (At==*0.5sec), the mainstream temperatutel(,= +0.5°C),
By knowing the initial temperatureT() of the test surface, the {he coolant temperatureA[T.= +0.5°C), the color change tem-
mainstream temperaturd ) at cascade inlet and the test surfac@erature AT, =+0.2°C), the initial temperature A(T;
color change temperaturd () at timet, the local heat transfer _ +1°C), and the blade tip material propertiesd/k?= *5%)
coefficient(h) can be calculated from E¢4). For the film-cooling - \yere included in the calculation of the overall uncertainty of heat
test, the mainstream temperatutié,f in Eq. (4) is replaced by the y4nsfer coefficient and film cooling effectiveness. The uncertainty
local film temperature T;), which is a mixture of the coolant ¢, the |ocal heat transfer coefficient and film-cooling effective-
(Tc) and mainstream temperatufeecovery temperatuf(Tr).  pess was estimated to Be8% and=10%, respectively. However,

The film temperature is defined in terms of the film-cooling effegy,o uncertainty near the blade tip edge and the film-hole edge

tivenessz. might be much greater than 10% due to the two-dimensional con-
T—T duction effect. Also, the uncertainty in the high heat transfer re-
7= 7 _I_m or Ti=nT.+(1-7)T, (5) gion might be greater than 10% due to the short color change

¢ 'm time.

Heat Transfer Measurement and Results

Then, Eqs(4) and(5) can be combined as follows:
hZat hyat . o o
1—ex;{ ?) erfc(T Two different liquid crystals were used in this study. The 20°C
bandwidth liquid crystals(R34C20W, Hallcrest were used to
(6) measure the initial temperature of the tip surface and the 5°C

. . . bandwidth liquid crystal$R30C5W, Hallcrestwere used to mea-
Two similar transient tests were run to obtain the heat transfgf;re the color change time.
coefficient(h) and the film-cooling effectiveneds;). In the first — cgjipration was performed to find the hue versus temperature
test, the surface of the test model was heated while the cool@@ihtion. A foil heater was placed at the bottom of a 0.635 cm
was not. For the second test, bqth the surface and the _coolanttﬁil&k copper plate. Above the copper plate, a 0.32 cm thick black
were heated. Because both mainstream and coolant air tempgf@ycarhonate plate was attached with high conductivity glue. Be-
ture changed with time, the gradual change of the temperatuiggise the color display of liquid crystals depends on background
was recorded on the chart recorder. In this study, the temperatdfgor the same black polycarbonate material was used for both
of the mainstream at the cascade inlet varied from 20°C to 24°f¢ cajibration and heat transfer tests. Input voltage was set prop-
the temperature of the heated coolant case varied from 26".C in order to increase the surface temperature by 0.6°C, and
55°C. The varying temperatures were represented as a serieg g gh time was allowed for the temperature to be steady at each
time step changesr(, i=1,2...N. Using Duhamel's Superpo- smperature step. The surface temperature was then read by a
sition theorem(Ekkad et al[18]), Eq.(6) can be written as fol- hermocouple that was attached at the surface of the black poly-
lows: carbonate and the color of the liquid crystals was recorded to the
T —T computer. At each temperature step, the hue was calculated from

wio it the stored image and relation between hue and temperature was

Tw_Ti TW_Ti
Ti=Ty 9T+ (1=—n)Tp—T,

hyat, established for both 20°C and 5°C bandwidth liquid crystals as
={m(Ter0~ Tm 0+ Temo— Tia) X F| — shown in Fig. 7(a).
Before the transient test, the 20°C bandwidth liquid crystals
N ‘ : )
hal(t —7) was sprayed uniformly on the blade tip, which was then heated for
+ > (AT ey~ ATy +ATm1,i}F(a(—lTl)) about two hours. After the surface temperature reached the desired
i=1 k temperaturgabout 70°C), the color of the liquid crystals on the

@) tip surface was recorded by a RGB color CCD camera with 24-bit
color frame grabber board. From every pixel of stored image, the

Tuw2—Ti2 hue was calculated using the single hex cone color m@eeky
et al.[20]), and the initial temperature of the blade tip was deter-
_ h\/a_tz mined using the pre-calibrated hue versus the temperature rela-
={7(Te207 Tmg,0 + Tz 0~ Tioh X F K tion. Figure 7(b)shows the distribution of the initial temperature

for theC=1.5% case.

After the initial temperature measurement on the blade tip, the
20°C bandwidth liquid crystals was removed and the 5°C band-
width liquid crystals was sprayed. The blade tip was heated for

(8) about two hours until the reference temperatures became the same
as those of the initial temperature measurement test. Reference
where, F(x) =1 exp(x)erfc(x) temperatures were measured by two thermocouples located at the
AT, andAT, are step changes in the mainstream and coolablade trailing edge surface and the inside of the cavity to ensure
air temperatures, respectively. Subscript 1 and 2 indicate ttiee same temperature conditions for both the initial temperature
separate tests measurement and the transient test. After temperatures reached the

hva(t,— ri))
k

+> [{"(ATCZ,i_ AT + ATmz,i}':(
=1
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)]
(4]

— ———————————
L= 20°C bandwidth
o 5°C bandwidth

h (W/m?K)

o
o

Temperature (°C)
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1]

Initial temperature (°C)

Fig. 7 (&) The relation between hue and temperature; and  (b)
Initial temperature distribution for C=1.5%

desired value, compressed air was allowed to flow by turning on
the flow controller and the color change of the liquid crystals was
recorded at the speed of 30 frames per second. The test duratior
time was small enougtil0—30 secto make a semi-infinite solid
assumption. From every pixel at each stored image, the hue was
evaluated and used to calculate the time from the initial condition
(about 50°C—-65°C, depending on location the given hue value Fig. 8 Heat transfer coefficient for ~ C=1.5% and coolant injec-
(50), which corresponded to 30.6°C in this test. Two similar testgn from tip holes only

were done with different coolant air temperatures. The local heat

transfer coefficient and film-cooling effectiveness on every pixel

were then calculated using Eq3) and (8).

M=2

H T fer Coeffici R its for Cool Iniecti the blowing ratio increases, however, the heat transfer coefficients
. ea_tr r}_a|m|s ero loe |'c:|.ent 8e5ﬁ IS ?rr] hoo f‘?t ”lfeCt'()n downstream of the mid-chord holes increases, while the heat
rom fip Holes Only.  Figure o Shows the neat ransier Coellly.,nster coefficients downstream of the leading and trailing edge

cient distributions folC=1.5% and the coolant injection from tip oles decrease. These trends may be induced from the non-
holes only. All cases show a high heat transfer coefficient near 'Bﬁiform actual blowing ratio through each hole. Due to the com-

pressure side tip to the camber line at3W% of the blade chord. licated leakage flow field on the tip with coolant injection, the

. 8 ! >-actual blowing ratios would give different interactions between
difference between the blade pressure side and the suction sidg,aSfm_cooling jets and the leakage flow, and may result in dif-
shown in Fig. 6. . ferent trends in the heat transfer coefficient distribution after the
As the blowing ratio increases, the heat transfer coefficient bge-
tween the pressure side edge and the camber line decreases. This™
trend corresponds to the static pressure measurement resul&ffects of the Pressure Side Injection. Figure 9 presents the
shown in Fig. 6. As blowing ratio increases, the potential blockadeat transfer coefficient distribution f@=1.5% and the coolant
effect may increase, which reduces leakage flow and the hégection from both the tip and pressure side holes. As blowing
transfer coefficient. The overall averaged heat transfer coefficigatio increases, this case again shows the trend of decreasing heat
decreases by about 8% as the blowing ratio increases Wom transfer coefficient between the pressure side edge and the camber
=0toM=2. line due to the potential blockage effect from both the pressure
At the pressure side edge, a relatively low heat transfer regisile and tip hole injections. As the blowing ratio increases, how-
exists due to the separation of leakage flow. After the separatiever, the heat transfer coefficients downstream of all tip holes
region, the flow reattaches and the heat transfer coefficient grathcrease. This can be explained by the increased turbulent mixing
ally increases towards the camber line where the film-cooliraf the leakage flow and the injected coolant from the pressure side
holes are located. holes. Pressure side injected coolant may enhance flow distur-
For all cases, a low heat transfer region exists near the leadimgnce and result in a relatively uniform distribution of heat trans-
edge suction side. Azad et 4l/] also found a low heat transfer fer coefficients downstream of the tip holes.
region near the leading edge suction side. Heat transfer near th€igure 9 shows that the heat transfer coefficient between the
trailing edge is lower than that of the other region due to the lopressure side edge and the camber line becomes lower as the
velocity of leakage flow. These trends correspond with the resulilowing ratio increases. For the high blowing ratios, the pressure
of Azad et al.[7]. side injected coolant may be carried over to the tip and may in-
For theM =0 case, the heat transfer coefficient downstream ofease interaction with the leakage flow. However, the additional
the mid-chord holes is smaller than that between the holes. B#eckage effect of the injected coolant from the pressure side
cause the velocity of the leakage flow at the mid-chord is higholes may reduce the heat transfer coefficient as blowing ratio
than that of the leading or trailing sid€ig. 6), the leakage flow increases. Therefore, for injection from both the pressure side and
with the higher velocity may go around the film-cooling holes. Asip holes, the net result is to reduce heat transfer coefficients as
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Fig. 11 Averaged heat transfer coefficient for C=1.5% and
coolant injection from both tip and pressure side holes

only (Fig. 10), the injection from both the tip and pressure side
holes(Fig. 11) shows slightly reduced heat transfer coefficients at
each blowing ratio. This trend is possibly caused by an additional
blockage effect due to the pressure side injection. As the blockage
effect increases, the leakage flow and the heat transfer coefficient
decrease.

Effects of Tip Gap Clearance. Figures 11, 12, and 13
present the averaged heat transfer coefficienCferl.5%, 1.0%,
and 2.5%, respectively. All cases have injection from both tip and
pressure side holes.
Fig. 9 Heat transfer coefficient for C=1.5% and coolant injec- FOF .the C=1.0% Case(F'.g' 12), the aver_aged .he.at transfer
tion from both tip and pressure side holes coefficient shows a decreasing trend as blowing ratio increases. As
blowing ratio increases frol =0 to M =2, the overall averaged
heat transfer coefficient decreases by 13%. The averaged heat
transfer coefficients are slightly smaller than tBe=1.5% case
M =2, the overall averaged heat transfer coefficient decreases( ' ﬁilc?thegrznngngﬂaelIte)lroglr\:g?:Ttslg/:)tcv?tr?\éﬁéa!ahrﬁgti:]rjgr:fer

ab|(:)_ut %1%.10 4 11 show th raged heat transfer i .tiR conditions.
igures 10 a show the averaged heat transter COeMCIeNt 1o c— 2 504 caseFig. 13), generally, the averaged heat

= 0 iniecti i L . . B
for C 1..5.A),.the coolantlnjectlpn from the tip ho.les only and th‘?ransfer coefficient decreases as blowing ration increases. The
coolant injection from both the tip and pressure side holes, respecz
o

blowing ratio increases. As blowing ratio increases frighs0 to

>=2 92 0
tively. The local heat transfer coefficients on the tip are averag g;all heat transfer coefficient is slightly larger th@r-1.5%

from the pressure side to the suction side at a gk/€, location. It seems that the effect of blowing ratidA(= 0.5~2) on heat
Both cases show that the maximum heat transfer occurs near

B nsfer coefficients is relatively large for the smaller tip g&p (
x/C,=0.6. Results show that the averaged heat transfer. Co.e="1.0%), with a reduced effect on the large tip gap~(2.5%).

cient _decrea_se_s With increasing blowing .fa“O for the i.nlecuof—‘or the small tip gap case, due to the small amount of leakage
from tip hole injection only. However, there is ho monotonic trenTL !

for the iniection from both tio and pressure side holes. For bo ow, the coolant injection has relatively large effect on heat trans-
| P P e r coefficients. However, for the larger tip gap case, because the
cases, however, the overall averaged heat transfer coefficient

the entire blade tip surface shows a decreasing trend with increa(?ﬂOunt of leakage flow is larger, the effect of coolant injection on

ing blowing ratio. Compared to the injection from the tip holesﬁgat transfer coefficients is less important.
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Fig. 10 Averaged heat transfer coefficient for C=15% and Fig. 12 Averaged heat transfer coefficient for C=1.0% and
coolant injection from tip holes only coolant injection from both tip and pressure side holes
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O 1 — 1 — ] flow at the 30~40% of chord region, the injected coolant can be
s 1 diluted well with the leakage flow. This may result in a less in-
1000 |~ 4 crease in the film-cooling effectiveness as blowing ratio increases.

Effects of Pressure Side Injection. Figure 15 shows the dis-
7 tributions of film-cooling effectiveness fa€=1.5% and coolant
injection from both pressure side and tip holes.

@

=1

k=3
1

Averaged Heat Transfer Coefficient (W/m?K)
[=2]
(=3
(=3

2. e

b This case again shows that overall film-cooling effectiveness
s C=2.5%, M<0 NP increases as blowing ratio increases. As blowing ratio increases to
400 | - — — - C=25%,M=05 A M =2, the traces of the pressure side injection can be seen be-
T e e 1 tween the pressure side edge and the camber line due to the po-

200 |- J tential carrying over of the pressure side coolant to the tip surface.

Ly ] Film-cooling effectiveness downstream of the camber line holes

¢ 025 e 075 increases due to the film coolant cumulating effect. Film-cooling

* effectiveness is highest near the trailing edge region due to the
Fig. 13 Averaged heat transfer coefficient for Cc=2.5% and film coolant cumulating effect at the trailing edge region.
coolant injection from both tip and pressure side holes For theM =0.5 case, the effect of pressure side injection is not
observed. However, compared to the tip holes injection only case
(Fig. 14), the traces of the injection from tip holes appear differ-
. . . ently. This case shows clear traces near the blade leading edge
Film-Cooling Effectiveness Results portion, while the injection from tip holes only does not. This may
Film-cooling effectiveness was calculated simultaneously usifig caused by the different local blowing ratios. The different con-
the Eqs(7) and(8). Film-cooling effectiveness was calculated fofiguration of injection(injection from tip holes only or injection
three tip gap cases with three blowing ratios. from both pressure side and tip holesay change the pressure
distribution inside the cavity, which results in different local blow-
Film-Cooling Effectiveness Results for Coolant Injection ing ratios. Different local blowing ratios would give different mix-
From Tip Holes Only. Figure 14 shows the film-cooling effec- ing between coolant and leakage flow, and may result in different
tiveness distributions fo€=1.5% and coolant injection from tip trends in film-cooling effectiveness.
holes only. Because tip holes have 90° injection angles, coolantFigure 16 presents the averaged film-cooling effectiveness for
may dilute well with the leakage flow and result in a low film-the C=1.5% and coolant injection from tip holes only. Film-
cooling effectiveness on the blade tip. For all three blowing ratiospoling effectiveness is averaged from the pressure side to the
the maximum film-cooling effectiveness is less than 0.2 and aguction side tip at a giver/C, location. Results show that the
pears immediately downstream of the holes. averaged film-cooling effectiveness increases as blowing ratio in-
As blowing ratio increases frorivl =0.5 to M =2, the overall creases. However, the overall film-cooling effectiveness for all
film-cooling effectiveness also increases. For Me=0.5 case, cases is very small.
film-cooling effectiveness can be seen only immediately down- Figure 17 shows the averaged film-cooling effectivenessCfor
stream of the holes, and the film covered area is small. Howeverl.5% and coolant injection from both tip and pressure side
as blowing ratio increases, the film covered area is extended fhples. Results clearly show that averaged film-cooling effective-
ther downstream, and maximum film-cooling effectiveness alsmss increases as blowing ratio increases. Compared to the injec-
increases. The most significant increase occurs at the blade’s letieh from tip holes only(Fig. 16), the averaged film-cooling ef-
ing and trailing edge, where the amount of leakage flow is reléectiveness increases significantly for all blowing ratios. This
tively small. However, because of the larger amount of leakagend clearly demonstrates that injection from both tip and pres-

T - T

0.04 0.09 0.13 0.17 0.21 0.26 0.30 0.04 0.09 0.13 0.17 0.21 0.26 0.30

Fig. 14 Film-cooling effectiveness for ~ C=1.5% and coolant in- Fig. 15 Film-cooling effectiveness for ~ C=1.5% and coolant in-
jection from tip holes only jection from both tip and pressure side holes
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Fig. 16 Averaged film-cooling effectiveness for C=15% and Fig. 19 Averaged film-cooling effectiveness for C=2.5% and
coolant injection from tip holes only coolant injection from both tip and pressure side holes

sure side holes results in a much better film-cooling effectivenessAs tip gap clearance increases, generally, the overall film-
compared to injection from tip holes only. This is due to the cookooling effectiveness also increases. This trend may be caused by
ant cumulating effect of the coolant from the pressure side and tige different interactions of injected coolant with the shroud and
holes. the leakage flow. At a small tip gap clearance, injected coolants
) . may impinge on the shroud and dilute well with the leakage flow,
thfgsgrzg;c-infri)ln?—?:%é:ﬁlnegr:{f]gcet.ivglggeusrsesfbg’l 15§/0 agd: igoﬁ/gowwhich results in relatively small fiIm-cooIing (_affectiveness. As tip
andC=2.5%, respectively. All cases have injection from both tig 2P cléarance becomes larger, however, injected coolant may be
NS : . elatively easily deflected and would provide better film coverage.
and pressure side holes. All cases show that averaged film-cooling
effectiveness increases as blowing ratio increases. Mhe0.5
andM =1 cases show lower a\'/eraged.film-cooli'ng eﬁec,tive_”es@onclusions
For theM =2 case, averaged film-cooling effectiveness is higher ] o ] )
and local peaks of the averaged film-cooling effectiveness appear € detailed heat transfer coefficients and film-cooling effec-
nearx/C,=0.8 due to increased local film-cooling effectivenes§veness distributions on a blade tip were measured in a 5-bladed
by the pressure side coolant carrying over. linear cascade with blow-down facility using a hue detection
based transient liquid crystals technique. The mainstream Rey-
nolds number based on cascade exit velocity and axial chord
, length was 1.140°. The blade tip model was a two-dimensional
4 profile of a GE-B blade of an aircraft gas turbine engine. Mea-
P 1 surements were performed with three tip gap clearances of about
—_— gﬂg;‘mfgS ’," Y 7 1.0%, 1.5%, and 2.5% of blade span, a mainstream turbulence
....... C=1.5%, M=2 ; 3 level of 9.7%, and three blowing ratios of 0.5, 1, and 2. Major
1 findings based on the experimental results are as follows:
4 1) As blowing ratio increased, static pressure on the shroud in-
% creased and the heat transfer coefficient on the tip slightly de-
o r Y.\ ] creased due to a possible blockage effect of the injected coolant.
. ' 3 2)Film-cooling effectiveness increased as blowing ratio increased
AN VS AN vi 3 for all cases.
3) The coolant injection from both tip and pressure side holes case
j showed a slightly reduced heat transfer coefficient compared with
0.25 o5& 0.78 ! the injection from tip holes only case, due to the additional block-
age effect of pressure side injected coolant.
Fig. 17 Averaged film-cooling effectiveness for ~ C=1.5% and 4) Compared with the injection from tip holes only case, film-
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coolant injection from both tip and pressure side holes cooling effectiveness for the coolant injection from both tip and
pressure side holes case was higher potentially due to the pressure
¢ r 1 T T 1 gjide injected coolant carrying over the tip surface.
0.14 — -
C 1 5) Generally, the overall averaged heat transfer coefficients and
012 f C=1.0%, M=0.5 o 4 film-cooling effectiveness increased as tip gap clearance in-
E - — = = C=1.0%, M=1 '-' In‘ E Creased.
o1f | -t C=1.0%, M=2 Pt 3
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Vayg = averaged velocity of mainstream air between cascade;4) ameri, A. A., Steinthorsson, E., and Rigby, L. David, 1999, “Effects of Tip

inlet and exit(m/s) Clearance and Casing Recess on Heat Transfer and Stage Efficiency in Axial
V. = averaged velocity of coolant air from all film cooling Turbines,” ASME J. Turbomach121, pp. 683-693.
holes(m/s) [15] émeri, AI 2 and I?unker, R. é 2000, “Hgat Trar;)sfer and leog on ;(he First
_ ; i H H tage Blade Tip of a Power Generation Gas Turbine: Part 2: Simulation Re-
a = themal dlf;USI;/Ity of blade tip material sults,” ASME J. Turbomach.122, pp. 272-277.
(1-25><10 m /5) [16] Kim, Y. W., Downs, J. P., Soechting, F. O., Abdel-Messeh, W., Steuber, G. D.,
n = local film-cooling effectiveness and Tanrikut, S., 1995, “A Summary of the Cooled Turbine Blade Tip Heat
p. = density of coolant aitkg/m®) Transfer and Film Effectiveness Investigations Performed by Dr. D. E.
pm = density of mainstream a(kg/me') Metzger,” ASME J. Turbomach117, pp. 1-11.

[17] Kim, Y. W., and Metzger, D. E., 1995, “Heat Transfer and Effectiveness on
Film Cooled Turbine Blade Tip Model,” ASME J. Turbomachl7, pp. 12—
21.

References [18] Ekkad, S. V., Zapata, D., and Han, J. C., 1995, “Heat Transfer Coefficients

. over a Flat Surface With Air and CO2 Injection through Compound Angle
(1] gsgiirig.; ?récaﬁg%g?/%a?/?gr Ekll;z:gnc?s V'.\l,e%‘(l)(g(})a,rskTurbme Heat Transfer and Holes Using a Transient Liquid Crystal Image Method,” ASME J. Turbom-

[2] Mayle, R. E., and Metzger, D. E., 1982, “Heat Transfer at the Tip of an___ &ch-,119 pp. 580-586. . L
Unshrouded Turbine Blade,” Proc. Seventh Int. Heat Transfer Conf., Hemil19] Kline, S. J., and McClintock, F. A., 1953, "Describing Uncertainties in Single
sphere Pub., pp 87-92. Sample Experiments,” Mech. En¢Am. Soc. Mech. Eng.)75, pp. 3—8.

[3] Metzger, D. E., Bunker, R. S., and Chyu, M. K., 1989, “Cavity Heat Transfer[20] Foley, J. D., van Dam, A., Feiner, S. K., and Huyghes, J. F., 188Mputer
on a Transverse Grooved Wall in a Narrow Flow Channel,” ASME J. Heat  Graphics: Principles and PracticeAddison-Wesley Publishing Company, pp.
Transfer,111, pp. 73-79. 592.

7; = step change of timésecond)

502 / Vol. 125, JUNE 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Heat Transfer Enhancement
Caused by Sliding Bubbles

Measurements that illustrate the enhancement of heat transfer caused by a bubble sliding

Baris B. Bayazit under an inclined surface are reported. The data were obtained on an electrically heated

. . thin-foil surface that was exposed on its lower side to FC-87 and displayed the output of

D. Keith Hollmgsworth a liquid crystal coating on the upper (dry) side. A sequence of digital images was ob-
e-mail: hollingsworth@uh.edu tained from two cameras: one that recorded the response of the liquid crystal and one that
) recorded images of the bubble as it moved along the heated surface. With this informa-

Larry C. Witte tion, the thermal imprint of the bubble was correlated to its motion and position. A bubble

e-mail: witte@uh.edu generator that produced FC-87 bubbles of repeatable and controllable size was also

developed for this study. The results show that both the microlayer under a sliding bubble

Heat Transfer and Phase Change Laboratory, and the wake behind the bubble contribute substantially to the local heat transfer rate
Department of Mechanical Engineering, from the surface. The dynamic behavior of the bubbles corresponded well with studies of
University of Houston, the motion of adiabatic bubbles under inclined plates, even though the bubbles in the

Houston, TX 77204 present study grew rapidly because of heat transfer from the wall and the surrounding

superheated liquid. Three regimes of bubble motion were observed: spherical, ellipsoidal
and bubble-cap. The regimes depend upon bubble size and velocity. A model of the heat
transfer within the microlayer was used to infer the microlayer thickness. Preliminary
results indicate a microlayer thickness of-8D um for bubbles in FC-87 and a plate
inclination of 12 deg. [DOI: 10.1115/1.1565090

Keywords: Boiling, Enhancement, Heat Transfer, Phase Change, Thin Films

Introduction nucleated on the upstream tubes and slid around the walls of the
Boiling heat transfer occurs in a wide variety of engineerin c')t\?(lel rt]ztcirec?r?]t;uebzso.\/vlzrlusrttrgzrrwC;L%east wgk?er:oh?::)cf)lrlgclie;/eerfbgrc;tlg]r%
applications including energy conversion systems, manufactuno grshoot. This observation implies that for higher fluxes the

processes, and cooling of advanced electronic systems. Nucle h . .
boiling provides an attractive means of cooling temperatur lOwnstream heat transfer coefficients are so high that little change
perienced once boiling initiates.

sensitive, high heat-flux devices because it can sustain a large H%%(slidin bubble can induce at least two sianificant mechanisms
flux over a small and relatively stable temperature differenc g bu u 9

Modern developments in high-density computer chips and co iat enhance heat transfer. Because the bubble displaces liquid and

pact heat exchangers are requiring reliable predictions of the iﬁ‘ﬁtﬁ almost l'tk.e a bluff ?ody mowggtk’][hrgugglthe I|qU|d1[ a Iloctalk
tiation of boiling and of the heat transfer rate that follows for gnhancement In convection around the bubble can certainly taxe

variety of surfaces and convective fields. Assuring that a surf @ce. Also it has bee_n k_n0\_Nn f_or decad@s3] that a sliding .
designed to operate in boiling is in fact doing so is of extrem@ubble can create a thin liquid microlayer under the bubble as it
importance. For example, it is well known that boiling can b ides along the heate_d surface_. As the b.prle slides, the micro-
delayed on heat-flux-controlled surfaces so that potentially daraye! evaporates and is replenished by liquid trapped under the
aging overshoots in surface temperature can occur. There is a ngBgfream edge of the bubble. This is much the same mechanism
for flows that combine convection and boiling so that heat transfB}2t 0ccurs as bubbles are nucleated and grow outward from a
is enhanced beyond the rates that occur in boiling alone. There QHg!eation site. Addlesee, Cornwell, and coworkigs-€] have
many convective situations where bubbles that have been fornf@fgmined the fluid dynamics of sliding bubbles and the accompa-
at one place in a device will, after detachment, move along adfa¥!ng heat tran_sfer_ implications, and t_he veloc_lty of _bubbles that
cent surfaces. This motion history has become known as the sitf€ under an inclined plate along with the film thickness that
ing bubbles phenomenon. There is evidence that sliding bubbf&Parates the bubble from the surface. Yan, Kenning, and cowork-
can dramatically increase the local heat transfer rate from tRES [7,8] have also undertaken studies that seek to explain the
surface on which they slide. One of the first devices in whichhancement mechanisms of sliding bubbles. Kenning was the
sliding bubbles were observed to enhance heat transfer wa&rgt t0 apply liquid crystal thermography to the measurement of
shell-and-tube heat exchanger that experiences boiling over soHEface temperature fields that develop around sliding bubbles.
or all of its tubes. Cornwell1] produced a surprising result during "€ most recent research from this grd@g involved mapping
a study of a tube bank. With all the tubes at the same heat flux, ¢ surface temperature underneath a bubble sliding through satu-
upstream tubes were in nucleate flow-boiling while the dowriated water. Because the |IqUId was saturated, the heat transfer_rate
stream tubes experienced no boiling at all. Clearly the heat traf@-the bubble could be estimated from the observed volume in-
fer coefficient on the downstream tubes had to be high enough®@§ase of the bubble. Kenning found that the microlayer could
hold the surface temperature below that required for the onset@count for only a small fraction of energy transferred to the
boiling—while supporting a heat flux that should have resulted ﬁggbbrls:. The thickness of the microlayer was estimated to be about
boiling. M . .

Cornwell postulated that the heat transfer coefficient on the QiU and Dhir[10] studied heat transfer enhancement under a

downstream tubes resulted from heat transfer into bubbles t§4fing bubble on a silicon test surface heated by micro-gage heat-
ers and instrumented with thermocouples. Vapor bubbles of PF-

Contributed by the Heat Transfer Division for publication in tf@JBNAL OF 5060 were created from an artificial cavity. Silvered glass particles

HEAT TRANSFER Manuscript received by the Heat Transfer Division June 26, 2002V€re added to_ _the fluid to en_able ﬂOW_ Visualization- They ob-
revision received November 14, 2002. Associate Editor: D. B. R. Kenning. served a transition from spherical to elliptical bubbles, and they

Journal of Heat Transfer Copyright © 2003 by ASME JUNE 2003, Vol. 125 / 503

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



found that vortices in the bubble wake enhanced the heat transfer view

continuously by bringing cooler liquid from the pool nearer to the tensioning test glass clamp
sutface

surface. screw \ ‘ busbars

Thorncroft and Klausnef11] examined the effect of a gas \ — P

bubble sliding during forced convection boiling. The flow facility \;m Lh 4

was vertical with a transparent test section. They concluded that wu&;wgﬁ il

sliding bubbles enhance heat transfer significantly, up to 529%, ===

even during single-phase convection. They also showed that the e

turbulence induced by bubble injection was a significant heat bubble slide

transfer enhancement mechanism. direction

Previous studies have illuminated several problems in investi-
gating the behavior of sliding bubbles. It is unclear whether mi- Fig. 2 Detailed sketch of test surface
crolayer evaporation or wake mixing is the dominant enhance-
ment mechanism for a given arrangement of system parameters.

The difficulty, and necessity, of co-locating the bubble and itphe foil was heated by a dc power supply capable of 12 volts and
surface temperature field through independent, simultaneous mggg amps. Further details of the design can be found in Bayazit
surements is apparent. Attempts to infer the microlayer thickn 9],
through the development and application of microlayer models OfFigure 2 shows a side view of the assembly with the various
varying sophistication has produced a broad range of results. Thennonents labeled. Those include a tensioning mechanism to
research described in this paper is directed toward providing fyfs|q the foil relatively flat, and a sealing system to prevent leak-
ther insight into these questions. age to the outside of the chamber. This system included an alumi-
num frame that clamped the edges of the foil. The frame was
water-cooled to remove the energy generated within the clamped
Apparatus. Figure 1 shows a schematic of the apparatus dgdges of the foil. A glass window attached to the frame allowed
veloped to investigate sliding bubble heat transfer. It consisted YEWing of the TLC surface as well as providing a stagnant air gap
a rectangular chambeapproximately 4&20x19 cm) made of above the test surface to minimize heat losses to the atmosphere.
thin aluminum plates. The chamber could be rotated about a pivotymaging Technique and Data Acquisition. In the UH Heat

point to give different heater inclination angles relative to theransfer Laboratory, various experiments have employed wide-
horizontal. The test fluid is FC-87, a perfluorocarbo_n_ fluid Manysand calibrated liquid crystal thermography. For examples see
factured by the 3M Corporation. FC-87 has a boiling point ofiay and Hollingswort{13,14], Dukle and Hollingswortfi15],
30.0°C at 1 atmosphere. . . _and Dalrymple, Dukle, and Hollingswortl6]. The TLC used
Two sidewalls and the bottom were equipped with glass Wikere was calibrated according to the procedure of Hay and Holl-
dows for lighting and photography. Openings in the chamber ahgsworth over a range of 30.2—40.6°C. The first-order, 95% con-
lowed injection of vapor bubbles, removal of vapor produced ifpdence’ uncertainty was less thar0.5°C below 33°C, rose to
the chamber, and placement of pressure transducers and thermg-g°c at 35°C, and was 1.2°C at 40.6°C.
couples. Bubbles of FC-87 vapor were injected just below the Ty 15 W fluorescent light bulbs were used to light the TLC
lower end of the heated surface by a vapor generation systgfj}face; while a single 15 W bulb lighted the lower surface
designed to allow control of the frequency and size of the bubblggypple view). An upper light stand, fixed to the pivot arms of the
The ability to produce a single bubble of a consistent and substafmmper, held the upper camera and lights at a fixed position
tial size, as opposed to an uncontrolled stream of bubbles, igefative to the test surface regardless of the inclination angle. The
ing a small quantity of the test fluid. The vapor flowed to a conicglamera color frame grabber board and a Matrox G-4 video card
plastic injection head through a precision metering valve. Bubbjgstalled in an Intel Pentium computer. A pair of digital video
size was controlled in part by the exit diameter of the injector. sequences was acquired from the bottom and the top of the heated
Test Surface. A 51 um thick by 21.0x16.8 cm stainless steel surface by alternating image acquisition from two cameras. Soft-
foil served as the electrically heated test surface and was moun{&{€ Was developed for grabbing the images and sequencing them
on top of the chamber. The test fluid touched the bottom face Bflime. A Pulnix charge-coupled devi¢€CD) color camera with
the test surface, and a thermochromic liquid cry$®lC) was & Navitar lens acquired the TLC images. The bottom camera was
applied to the uppefdry) face of the heater. The application was
by airbrush: a layer of black paint followed by a layer of micro-

Methodology

encapsulated thermochromic liquid crystals from Hallcrest, Inc. TLC
upper —
camera N
and lighting I N
test
surface
u
'1E pivot ﬁ
lower \i1/ inif?ctt'on 350 280 210 140 70
camera W poin Time from right-most image (ms)
and lighting
Fig. 3 Timing of lower and upper image sequences. The posi-
Fig. 1 Schematic drawing of the test apparatus tions of the bubbles drawn in dashed line are interpolated.
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a Pulnix CCD unit with Fujinon lens and an external shutter con-
trol. The bottom camera was synchronized with a signal generated  1za

by the top camera. The field size in pixels for the digitized images al L o0 LS Lk Azd Al
from both cameras was 640180. The dimensions for the square x (Pirels)

pixels were 217um/pixel for the TLC surface and 23im/pixel

for the bubble images. Fig. 9 Contour plot of the change in T, caused by the pas-

The image sequencing produced an interlaced TLC image frgi@ge of the bubble:  T,(t=280 ms) —T,(t=0ms). The bubble
the upper camera followed by an interlaced bubble image from tH@t contacts the plate near  x=516 pixels.
lower camera at a net framing rate of 14.29 frames/sec-less than
the nominal 30 frames/sec because of latency in the acquisition
board and the control software. As shown in Fig. 3, the result &rface, and the position of the bubble for each TLC image in the
two digital video sequences, each sequence having frames sepa-was computed from a nonlinear interpolation of the known
rated by 140 ms. The sequences are offset in time by 70 ms. Mapped points. Typical uncertainty for locating the bubble in the
co-locate the bubble with its TLC temperature, the position of tHELC image was+5 pixels, or+=1.09 mm.
bubble(as given by three points on the bubble surjdce every Additional data acquisition equipment included a pressure
bubble image in a run was mapped from the lower to the uppgansducer connected to the upper wall of the apparatus to ensure
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the pressure there remained atmospheric, and a thermocowggeroximately elliptic is shape; it lies between the hemispherical
probe with a true ice-bath junction to measure the bulk fluid tenand cap-shaped bubble in Fig. 4. The lateral extremes of the

perature far from the test surface. bubble do not produce a significant depressioifijn and a short
wake can be seen behind the central portion of the bubble. Figure
Experimental Results 9 is the result of a typical cap-shaped bubble—between the second

o and third bubbles in Fig. 4. The triangular thermal wake is con-

For the present results, the test surface inclination was 12 dggtent in position and size with the structure seen in Figs. 4 and 5.
from horizontal. Greater inclination angles produced bubbles thite maximumT,, depression in Fig. 9 is 4-5°C, or approxi-
moved too fast to be imaged clearly at the present framing rajgately one-third of the surface-to-bulk temperature difference
Bubble velocities ranged up to 20 cm/s, and volumes grew {gica| to this location. The image shows that fig depression
2000 m. For the run presented here, the surface heat flux bas§diis peneath the bubble and continues to form the triangular
on the ohmic heating rate was 1.6 k\!\?[ﬁhe bulk fluid tempera- \yake. As in the preceding figure, the depression does not extend
ture was 25-0.5°C, (subcooling of 5°C and the pressure at theq he transverse extremities, and the lateral extremes of the wake
test surface was atmospheric. are sharply defined. This observation may indicate that the bubble

Bubble Shape and Motion. In addition to capturing the sur- CUrves away from the wall towards its transverse end so that an

face temperature as a bubble passed a given location, the imzgfé&ctive microlayer does not form. . ,
allowed the determination of the bubble shapes and velocities as>0mMe amount of the temperature depression measured in the
the bubbles slid along the surface. Some insight into the bubl&Kke is caused by the passage of the microlayer over this area as
shapes that could be encountered was provided by Maxwor b_ubble approaohed its present location, and some is caused by
[17]from work in which gas bubbles of fixed volume were intro-t_he direct action of the wake from the bubble in the p_rese_nt_loca—
duced below an unheated inclined surface. In the current reseafi@)- The fact that the largest temperature depression is in the
hemispherical, ellipsoidal and cap-shaped bubbles were obser)é@ke and not at the trailing edge of the bubble suggests that the
and they grew rapidly due to evaporation. Figure 4 is a collage BtXing in the wake is strong enough, at a subcooling of 5°C, to
bubbles from the featured run along with the timing of the imagefirther depress the surface temperature after the microlayer
The collage was created while preserving the position and sizedgParts.

the bubbles. Here, a small hemispherical bubble quickly grows

and transforms to a cap-shaped bubble. While a clearly ellipsoidalModel for Sliding Bubble Heat Transfer

bubble is not present, the small cap-shaped bubble at 210 ms 'A numerical model was developed to analyze the heat transfer

evolving from an elliptic shape. The cap-shaped bubbles exhibi @ ugh the microlayer. A sketch of the model system is given in
smooth, rounded front, and a rough, slanted rear surface. The s ! ? 10. A number of éimplifying assumptions were made. The

results from a skewing of the shape as the portion of the bub : - . ; ;
: crolayer thicknessg, is uniform. The coordinate system is at-
g?]a(lzretgecatg-ssthzl:)r;?jcgulsblselc:‘\c,)vfn?egyitt?ee}ng;?jss)ngfoxfIi;he(earsl;]r\fvai:;%%hed to the bubble: the bubble is stationary and the surface is
. i e ving with the measured bubble velocity, The velocity profile
dlst?nce: %Sequ_?_ﬂcﬁd collage %f mggt()asbglest V‘gg](')n a (_:onﬁt%r“ negr across the microlayer(y):Uylﬁuland does nc)J/t%hange
angle as shown. The large cap-shaped bubble at ms is show ; 2T O
again in Fig. 5, and the angled lines are shown in the positio%%tbbx (fully developed). This velocity profile assumes that the

. ) . o le surface supports a shear stress such that the no-slip condi-
taken from Fig. 4. The wake behind these bubbles lies within t%%n applies. While this assumption is applied here with no sup-
|

lines shown and is marked by a shear layer which forms at t %rting evidence, the oppositand simplerjassumption, that the

extremities of the bubble. The shear layer appears to cont :
small-scale turbulent structures made visible by the high gradiel?gbble surface supports no stress is equally unsupported and not

in index of refraction they create near the heated surface. Squired in the present formulation. The bubble length is fixed at a

The transverse width, of the bubbles and their streamwis measured value. The entrance temperature profile is linear with

length,L, were measured from the bubble images. Figure 6 illui-mlts Tw andTey, and the slope is consistent with the measured

trates how the width to length ratioV/L, behaved with bubble Stéady-state heat fluge. The bubble surface is assumed at satu-
velocity. The three regimes of bubble shape are distinct, and t#'o" temperatureT,. The steady-state energy generation rate,
results are consistent between experimental runs. Figure 7 shélys iS uniform in the foil; however, the capacity of the foil to
measured velocity and estimates of volume obtained from sevelgally store energy is modeled so that the total local heat flux
runs[12]. Also included are the data frofa7] for air bubbles in from the foil to the fluid may vary witx. The upper surface of the
water at higher velocities and different inclinations. Even thoud®il is adiabatic, and the foil has no conduction in thelirection.

the vapor bubbles in our study were growing rapidly, their behay defining a reference frame that moves with the bubble, the

ior agrees well with the adiabatic observations of Maxworthy. flow in the microlayer is steady-state, and the temporal response
o ) L of the foil to the passing of the bubble translates into a spatial
Surface Temperature Distributions. Prior to the injection of (streamwise)ariation of heat flux.

a bubble, the wall temperature fiefd,,, is that produced by a  The energy equation for a two-dimensional steady flow with no
natural convection boundary layer on a uniform-heat-flux surfac@iscous dissipation is
As a result,T,, increases in the downstream direction. The pas-

sage of the bubble alters this field. The interval between the

bubbles, as controlled by the injector, was very long compared to

the time of bubble passage beneath the surface. Thus the tesi

surface temperature recovered to a level controlled by natural con-

vection. To isolate the effect of the bubble from this natural con- T=T, u=U

vection precursor, the undisturbdg, field att=0 ms was sub- » -
tracted from the data in subsequent TLC frames. The result is B g

Test
Surface

shown as a contour plot in Figs. 8 and 9 for the TLC images at ) !
140 ms and 280 ms, respectively. The bubble is moving from left i T
to right in these figures. T /]

The bubble location was determined by the co-location proce- Bubble
dure described above. We chose to examine bubbles toward the
upstream half of the test surface becaligethere was within the Fig. 10 Sketch of the model system for computation of heat
optimum response range of the TLC. The bubble in Fig. 8 isansfer across the microlayer
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(7T+ 19T_ 32T+(92T 1 ” aTW+-rr_-rr_kaT 17
Ux TPy Tl T a2 1) m'c —=+0e=qu= Wﬂuid, (17)
Using 6 as the length scale, and as the velocity scale, EqQ. 4.25where m” is the mass of the foil per unit wetted area, and the
was made dimensionless by using minus sign is absent from the Fourier term due to the defined
u direction ofy. If the density of the foil ip,,, and the thickness is
Ut = o (2) 7w, then
Tw ., ., aT
v —(pTC)WT‘qu:qW:ka— . (18)
o* = o @) Yl fuia
UsingAT = 0e0/k, anddT=AT dT* andT,=T|y«_;, Eq. 17
X becomes
xX*=—, (4)
J aTH e Al I 1
y e i (PTCw— Tt (19)
yrF == (5) y*=1 y*=1
6 The speed of the surface moving above the stationary bubble is
Us U=dx/dt]yx—;.
Pe=—, (6) Therefore dt=dx/U|,« ;= 8/Udx*|,«_;. Substituting this
a variable change into Eq. 19 produces
to produce JT* U IT*
—| === (pC)w—s| 1L 20
T aT  1[PT T Wy K (P7eo N 0
Ut = o T | . . o
Ix ay*  Pe[dx ay A dimensionless groupy, is defined as
The continuity equation for this flow is u
=—(7C , 21
oo 7 < (1cp), (21)
ox gy ) and Eq. 20 becomes
For fully developed flow aT* aT*
v I Ay B (22)
&U_O ®) Yy y*=1 X y*=1
ax Eqg. 22 is the boundary condition gt =1.

At the inlet to the microlayerx* =0, the fluid temperature is
assumed to vary linearly with a slop@T/dy|iye=de/k, across
v*=0. (9) the entire microlayer.

This condition assumes the foil is in steady-state upstream of
e bubble. In dimensionless variables, the temperature profile at

From Eq. 7,dv/dy=0, andv=const=0. In dimensionless form,

Using the assumption of a fully developed linear velocity profileth

Uy the inlet is
uy)=—, (10)
g T | c0=Tulxx =0+ y* =1, (23)
u*=y*. (11) where Tj|w—o is taken from measurements immediately up-

. . . 2 stream of the bubble.
Assuming no streamwise conductiofiT/dx*2=0, the energy  The system to be solved is:

equation becomes
LITY 1 PT*

aT 1 8T Al (24)
x = 7 X Pe ay*
y ﬁX* Pe ay*Z . (12)
. . . . T*|y*:0:0, (25)
The dimensionless temperatuii, is defined as
Tx,y)—T —ﬂT* —(ﬂ-* +1 (26)
X,¥Y)— lsat * TTY oo
* — Y| . _ oxX™ |, _
T ATref ' (13) et et
where T* | —0=Tulxx =0+ y* — 1. (27)

. The system has four parameters, PeT* |« —o, andLpyppie-
AT .= qlﬁ (14) The Peclet number represents the ratio of the bubble speed to the
ek speed of the temperature diffusion across the microlayer. The pa-
The final f th . tion b rametery controls the relative importance of stored energy to
€ final form of the governing equation becomes generated energy in the foil, aftf |, _ captures both the local
IT* 1 9°T* strength of the natural convection field in the absence of the
* (15) bubble and the subcooling of the bulk liquid. The bubble length,

Y o T Bagur2:
X Pedy Lyubbles S€tS the streamwise length of the microlayer.

The boundary condition at the bubble surface is Equation 24 is descretized as:

T*=0 aty*=0. (16) i Ty L Tt T 2T 28)

* - *\2 )

At the foil surfacey* =1, the local heat flux is governed by the ax pe (Ay%)
unsteady response of the foll, so that
Journal of Heat Transfer JUNE 2003, Vol. 125 / 507
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1 . . *Ti*—]_J T T v o vy
PG(A—w)z(Ti,jHJFTi,j—l)er A
T = . (29)
1) y* 2
Ax* | PaAy*)?
Pl
The boundary condition at the wall is descretized as 8
TE —T* T* —T* . [N
v B S v IS S )
y y*=l y*=l 34 3 -
that Measured Temperature (°C)
so tha o t=280ms
y 2r v t=420ms 1
* * L
Ax* i—1~i+Ay* R 1+1 Model resuits shown as curves;
L y = ) 31 P TEPUIN PP TP UP P TP
|,J|y =1 1 R by (31) 300 2 4 6 8 10
Ay* T Ax* x (mm)

MICfOSOft EXCG| was Used tO SOIVe the I'eSu|tIng Set Of COUp|Q£I .11 Comparison of the calculated and measured wall tem-
algebraic equations using the implicit iteration system embodi@@rature. The lengths of the computed temperature traces cor-
in its “circular reference” format of operation. To implement therespond to the measured bubble lengths.
geometry, a rectangular array of cells are defined such that the top
row of the array is defined by the wall boundary condition, Eq. 31,
the bottom row is defined by the bubble surface boundary condi-
tion, EC] 25, and the first “up-stream" column of cells is defined The present values for FC-87 are near Kenning’s resuld of
by the entrance condition, Eq. 27. The remaining “internal” cells=50 ,m for saturated water. The short horizontal section at the
are defined by Eq. 29. Values for the parameters feand entrance to the microlayer is the length required for the tempera-
T* |4« o are taken from TLC frames=0.27 sec and=0.40 sec ture disturbance created by the bubble to diffuse across the micro-
from Run 2. Table 1 gives the parameters for these two cadager. For the bubble lengths modeled, the microlayer did not
along with thes and Pe determined from the analysis. become thermally fully developed as would be indicated by a
To allow comparison to the data, the measured temperatgigeamwise-uniforrT,, consistent with pure conduction across the
(Tw— Tw,natural convectioh Was determined by averaging across fivenicrolayer. The wall heat flux has two sources: the uniform elec-
pixel rows in each image. The model assumes that the microlaygéal generation and the local, unsteady depletion of foil's internal
is developing in a precursor field with a uniform wall temperaturenergy. The present results show that the energy storage term
of Ty inlet- Therefore, the value o, iy at the beginning of each dominates the wall heat flux: it is roughly five times the steady
bubble is uniformly added to the measured difference values. generation flux over most of the bubble’s length.
The model results are shown along with measured data in Fig.
11. The visual reference for the figure is the saturation tempera-
ture, 30°C. The measurements have been filtered by a 9-pixel .
local area average and have a resulting uncertainty00.67°C.  Concluding Remarks
The data show a wavy structure that is most likely due to spatial The present facility allows the co-location of the bubble with its
variations in the natural convection boundary layer through whigyrface thermal trace through the acquisition of two digital image
the bubble slides. The smaller bubh80 ms)begins near a sequences: one of the bubble itself and one of the TLC surface. It
trough in a wave, while the trace from the larger bub20 ms) s interesting to note that experiments of this type carry the tech-
displays a peak toward the center of the bubble. Two model pigique of full-field wide-band liquid crystal thermography away
dictions are shown for each bubble in order to bracket reasonafigm “snapshots” of steady or almost-steady thermal fields and
values ofé. For the small bubbleT,, e Was chosen to be either into the world of truly transient, multiple-frame imaging. Com-
at the trough or near the center of the temperature wave, ahgter power and digital imaging hardware now make it possible to
values of 5 were found to fit the overall trend. For the largefcreate “liquid crystal movies” indexed to other video streams, in
bubble, T, ine; Was held constant and values &fwere found to  this case, a digital movie of the bubble’s history.
bracket the wavy structure in the downstream portion of the Our measurements of velocity and volume for growing vapor
bubble. This technique gawe=40=5 um for the smaller bubble pubbles agree surprisingly well with those of Maxworfiy] for
andé=50=7 um for the larger example. The lengths of the comadiabatic gas bubbles. Vapor bubbles in FC-87 quickly obtained a
puted temperature traces correspond to the measured bukfg-shaped geometry, grew rapidly, and created a triangular ther-
lengths. mal wake with sharp lateral edges. Thin, apparently turbulent,
shear layers were observed shedding from the lateral extremes of
the caps; they cant inward at the same angle as the triangular
Table 1 Parameters used in the model of the microlayer thermal trace left by the bubble. In laboratory coordinates, these
shear layers may be a train of relatively stationary small-scale

Bubble at 280 ms Bubble at 20 ms |1 tices shed at the extremes of the bubble. As the bubble grows,
U 12.5 cm/s 16.07 cm/s these vortices dissipate slowly and form a triangular boundary
Lbusble 5.0 mm 8.7 mm around the wake. The bubbles created substantial surface tempera-
@ 3.16x10 ° m’/s 3.16x10 ° m?/s ture depressions on a uniform heat-generation surface: roughly 1/3
k 0.056 W/mK 0.056 W/mK .0
T 50.8 um 50.8 um pf the total temperature drop from the wall to the bulk flwd in the
Pu 8000 kg/m 8000 kg/mi images shown here. The temperature depression continues into the
Cy 470 kJ/kgK 470 kJ/kgK wake of the bubble. Th&,, field does not recover quickly down-
Tulintet 3i-§gc 4%4%800 stream of the trailing edge of the bubble; insteBg,continues to
JA 40 pm 50 um drop in the triangular region well behind the bubble. We hypoth-
Pe 158 254 esis that as the bubble rescales linearly with distance, the length of
the wake regior(fed by bulk-temperature fluid from around and
508 / Vol. 125, JUNE 2003 Transactions of the ASME
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above the bubblepescales accordingly. The net effect is a wake  y = dimensionless group wheredp),, is the product of
thermal depression that persists long after the bubble has passed a
given location.

The present thermal and hydrodynamic model of the microlayer
allows the thermal profile within the microlayer to evolve down
the length of the bubble, and it includes a simple model for tl*E ferences
thermal response of the test surface. Preliminary results show t ot
both elements are extremely important: the microlayer does no Bundle.” Int. 3. Heat Mass Transfd3, pp. 25792584,
come to a fully developed state by the end of the bubble, and th?zf] Cooper, M. G., and Lloyd, A. J. P., 1969, “The Microlayer in Nucleate Pool
transient response of the test surface is a critical issue. Because of Boiling,” Int. J. Heat Mass Transf12, pp. 895-913.

foil; =U(7cp),/k

the thickness, specific heat, and density of the heated

l'tl] Cornwell, K., 1991, “The Influence of Bubbly Flow on Boiling From a Tube
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Three-Dimensional Numerical
Calculations of a Jet

in an External Cross Flow:
Application to Pollutant
Dispersion

The paper presents a three-dimensional numerical simulation of a circular turbulent jet
issuing transversely into a uniform air stream. In the first part an air-helium jet is con-
sidered and the three-dimensional structure of the flow field is discussed. Then, a com-
parison between the numerical results of four turbulence closure models (three first-order
models and a second-order one) are presented and compared with the experimental data
given by Crabb et al. [7] and Andreopoulos et al. [9]. Although the different models
render identical results in the upstream and far downstream regions of the jet, only the
second order model is shown to give good results in the exit region and in the trailing
zone of the jet. Based on this last model, the dynamic and scalar fields of a fume turbulent
jet issuing transversely with velocity into a uniform air flow with velocityu are then
examined as functions of the ratio=Rvy/u.. in order to simulate pollutant dispersion

from industrial chimneys.[DOI: 10.1115/1.1560158

Keywords: Dispersion, Heat Transfer, Jets, Modeling, Three-Dimensional

which can not be determined with the HWA method. The LDA

Introduction _ :
Researches concerning jets mixing into transverse flows égé:hnlque was thus used for the zone ranging from 0 to 6D. Be-

motivated by their great relevance to industrial applications il){ond this region, the levels of turbulence are weak enough to

such as, emission of pollutants by chimneys of factories. The tlﬂjlow the use of a hot wire anemometer to determine the average

bulent phenomena produced by this type of flow are thus of pr velocities and characteristics of the turbulent flow. They also de-

tical interest. According to the ratio of the set velocity and th erm_ined the scalar field, resulting from the injection of tracks of
transverse flow velocity, numerous examples of applications cHdA> N the jet flow. . . . I

be found in various domain@njection, mixture, V/STOL planes . Ar_]dre_opoulos[S] studied experimentally an incompressible jet
with vertical take off, air pollutia . . .). Therefore, because of'SSUING 1N & transverse duct flow. He_ analyzed t_he eﬁe_ct of_the
their big practical meaning, numerous experimental and theor {fansverse upstream flow near the region from which the jet arises.

cal studies about this subject were undertaken.

e showed that the initial interaction between the jet and the
Some fundamental characteristics associated with the larg

ggpsverse flow strongly depends on flow conditions inside the
values ofR (R=v,/u,,, v, andu being respectively the velocity uct. This study was undertaken for valuesRofvhich vary from
in the exit section of the chimney and the velocity of ambient ai

p.25 to 3. These measurements show that for low valuéy dfie
were experimentally studied by Komotani et fl], Fearn et al.

deformation of the jet by a transverse stream is important. The
[2], Keffer et al.[3] and Moussa et a[4]. They experimentally experimental results of Andreopoulos et[8l] gave a quantitative
determined the velocity and temperature fields, notably in the m

igjage of the complex three-dimensional structure of a jet of air

dian plane of the jet. ISsuing in a Fransverse turbulent flow in a duct. They determined
Ramsey et al5] and Bergeles et a6] reported measurementsthe wall static pressure, the average and fluctuating veIQC|t|e§ by
of the efficiency of the film-cooling process on jets. They so d he HWA technique and they measured the concentration field.

termined the velocity distributions and proved that, for weak va, _Ile%fgogvgﬁjotsf;e%gor.I;lggn\{?élﬁgz Ef ttni \éef;:g]ycﬂ:;d gé?sgntg the
ues ofR, the velocity profile through the perpendicular plane t: jet Wi Y y ! pect,

the exit section of the jet cannot be considered uniform. A moFJfPTCt. of turbul_ence on the development.of the f'OW. in this region
complete experimental study on the average flow field is found n lt')ml'tEd' V\|/:h|Ie| downftreagl?, ttr;]e ﬂo‘;}" IS %Ivrr?yts t;]nfllleenc?dléay
the work of Crabb et al.7]. They measured the velocity field of a LI" u ?niﬁ' .otr. O\g va uetsd b teybsl owed that the Tlow fie

jet in a transverse flow for the whole region of the mixture with close 1o the jet IS dominated by turbulence. .

varying between 1.15 and 2.3. They used the LiDAser Doppler __ ' hiS configuration was also considered by Fric e{20] who
Anemometry)in the upflow region x/D<0.6) where the turbu- studied the interaction of a round jet with a transverse flow. They
lence intensity is high and the HWiHot Wire Anemometry in defined the various swirling structures, which develop during this
the backflow region. They showed that the obtained measuremeffgraction. Th?‘y descrlbed.the origin and formqtlon of whirl-
by HWA are valid in regions where the turbulence is weak; on t%(lnds in the trail zone of the jet and showed that this phenomenon

other hand, for regions where the intensity of turbulence is highir fundamentally different from that observed around a solid ob-
than 30 percent, there is a probability of inversion of the flogiecle- Blanchardll] performed measurements on the dynamic
parameters of this flow and showed that the various structures

Contributed by the Heat Transfer Division for publication in tt@UBNAL OF described by Fric et al. also exist for a rectangular jet. In particu-

HEAT TRANSFER Manuscript received by the Heat Transfer Division April 24, 2002]ar, the forming of a pair of vortices in the limits of the jet are
revision received November 6, 2002. Associate Editor: A. F. Emery. observed.
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In the present study, we numerically analyze a jet subjected to a(pli;u;) ap
transverse turbulent flow. The first objective consists in examining Tox ax o ( M
the efficiency of the various usual turbulence closure modeés : )
k-¢ standard model, the &-R.N.G model, the realizable &-

model and the second-order modiel describing the behavior of

the flow in its various regions. This is done by comparing thwith

obtained numerical results with those experimentally determined

by Crabb et al[7] and Andreopoulos et al9]. The second ob-

jective consists in studying the flow behavior and examining the —
influence ofR on the dispersion of the jet. TPUTU =

b ——=
j a_Xj*PUin +(p—p)9d; (2)

2
— 3Pk

M, A 2t
ax;  ax; 31 ax,

2 Presentation of the Problem

When a jet is deviated under the action of a transverse flow, its opuT) 9 [(pm | o7
section becomes deformed and the flow is dominated by a pair of —_— = (— + —)— 3)
very intense contrarotating vorticésee region Il on Fig. 1). The X ax; [\Pr o) dx;]
early researches concentrated on mixing efficiency and the prop-
erties of dispersion of the jet, and so privileged the trajectory of
the deviated jetline where velocities are maximyrand the line g(;’ljj”f) il  m I |
of maximum vorticity (points where rotational velocity projected % o (S C+ Uf) x| 4)

on xy plane is maximum More detailed studies highlighted three
secondary swirling systems:

* a “horseshoe” swirl similar to that which appears near the The introduction of the fluctuating functions and variables re-
junction of a wing and a plane platé. quires the use of a turbulence closure model. In this study, we

« a strongly three-dimensional wake resembling a Von Karmarave compared two types of closure models: first-order models
street downstream of a circular cylind@il). The physical (k-e standard model, k-R.N.G model, the realizable &model)
analogy between these two phenomena is only very part@hd a second-order modd@SM: Reynolds Stress Modgls
because, in addition to the curvature of the jet, there is no

production of vorticity on the boundary between the jet and 3-1-1 First-Order Models. All the three first-order models
the transverse flow, contrary to the wall of a cylindehere US€ & linear correlation between the turbulent diffusion, the turbu-

the condition of no-slip implies a production of vorticity lent viscosity and the rate of average deformation and so yield an
« swirls of the sheared layer all around the jet. isotropic turbulent viscosity. These models are the standaed K-
model proposed by Launder and Spaldifig], the k- RNG
The swirls of the sheared layer and the swirls of the wake amgodel (Yakhot and Orszad14]) and the realizable k- model
unstable. Whereas the two other swift®rseshoe swirls and the (Chen & Kim[15]). Equations associated to each of them are:
pair of contrarotating swirjsbehave as an average flow although

they can also have unstable components. For the Standard k-¢ Model. The equation of conservation

) . of the turbulent kinetic energy is
3 Mathematical Formulation

Consider a circular round jet of a pollutant containing air-

heluim of diameterd emitted through a wall with an ejection I(pUjk) 9
velocity vy, and a temperaturd,. This jet is subjected to a o ax.
transverse flow with a uniform velocity.,, and a temperaturg,, . ! !
The ratio between the two velocitieR=uv,/u.. is obtained by
varying v, whereasu is maintained constant. Consideration is
given to a steady, three-dimensional, compressible and turbulen
flow. The equations describing this flow are obtained in a system
of cartesian coordinates, the origin of which is situated in the

(m+py) ok
Rl Tt _
X + P +Gy—pe (5)

{md the equation of conservation of its dissipation rate is

i iecti (&t . J(pl:e d + ) de € e’
center of the section of ejection of the j&ig. 1). We have: (plje) 0 [(ntm) de e (Pt GY—Cy
— IX; IX; o, X k k
B(Pui) =0 (l) J ) ] (6)
X
with
Maxinmm vorticity line
du; [ J; (mj) (w+py) T
Pr= (7_xj((7_xj x| | Gk_ﬁgj—o_t o
k2
m=Cup— (7)
X
The difference between the standardsKnodel and the two
other first-order models is that an additional term is considered in

Eq. (6). This term describes the production of dissipation rate and
Fig. 1 Steady flow topology (according to Boris et al. [12]) is written as follows:
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for the k-¢ RNG model P2
CSST (9)

n(1—nlno) ePy Sk 2 : .
78,7 K and 7=-— with S=(25;X§5;) The above-cited authors proposed the following values of con-
147 € stants, which are summarized in Table 1.

(8)
3.2 The Second-Order Model. In the second-order model,
and for the realizable k-model the following equation is solved:

J
— "n_n _ n.on + ” " + + + +
ox, (puku ) Mﬁx (u ) U; uka U; kﬁ D sz ¢z] Eij (10)

C;; L
K Dy Pyj

Table 1 Constants used in the first-order models C;; being the convective ternD” , P, DI L Gij, by, &) are,
Model ¢, Cu C. o o, 7o B C., respectlvely, th.e molecular diffusion, the. stress production, the
P turbulent diffusion, the buoyancy production, the pressure strain
Standard k-¢ 0.09 144 192 1.0 117 - - - and the dissipation rafg 6].
k-2 RNG 0085 142 168 0/18 0718 4.38 0012 - Equations of turbulent kinetic enerdly) and dissipation rate of

Realizable k= 0.09 1.15 1.9 075 115 - - 25 =9 . :
kinetic energy(e) associated with the second-order model are de-
fined as

(ptpy) 9K
Ty (9XJ

Table 2 Constants of the first-order models d(puk)

1
=— (P +Gj)—pe (11)
&XJ &XJ i ii

Csl CEZ Ok g,
1.44 1.92 0.82 1.0 d(plje) 0 c l&
ax;  oxp| . ax] 2k

The used constants are defined in Table 2.
The boundary conditions associated with the above system of
differential equations are summarized in Table 3.

pe?

K

(utpy) de

P;—C (12)

&

4 Numerical Procedure

Several important problems arise from the numerical simulation
of this last system of equations. The topology of the flow requires
a very fine meshing in a great part of the domain. In order to
describe exactly any temperature or mass fraction variations, par-
ticularly near the jet, we adopted a non-uniform meshing, strongly
tightened near the jet.

The variation of the mesh size is described by the following
relation: x; . 1=X; + a,A. Indeed, the step of calculation and the
<~ - . — rate of extension of the grid in the longitudinal direction are taken
Upstream region d Downstream region equal toA=0.08 anda,=0.98, upstream to the jet, respectively.

Near the jet, these are reduced 4e-0.03 anda,=1 (Fig. 2).
Downstream of the jet, values ak=0.13 and «,=0.98 are
adopted. This grid, which is refined around the jet, allows to cap-

Fig. 2 Schematic presentation of the grid at the symmetry

plane
Table 3 Boundary conditions
Mass Rate of
Boundaries Velocity Temperature  fraction Kinetic energy dissipation
Nozzle U=0,7=v,, T=T, f=f, k=ko=10"%v3 &=k3%0.5d
section Ww=0 [17] [17]
Transverse tU=u,, =0, T=T, F=0 k=0 e=0
flow Ww=0
wall =0, 7=0, i 5 &kio de -0
w=0 3_)/ =0 a—y =0 EY, N
Other E = 3 ok Je
boundaries (9—=0, i:o ﬁ:o —=0 (?—=O
of the n an an on n
domain [
on
W o
=
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ture vortices and recirculating zones induced by the interaction ggcond-order model This figure shows a slight difference be-
the two flows. In the transverse and lateral directions, the mesheen the results given by the various closure models in the re-
size is uniform with a constant step equal to 0.08. For all diregion —0.23<x/d<0.45. In this zone, the results obtained by the
tions, the number of points is chosen so that the boundary consiécond-order model are closer to those found in experiments by
tions far from the interaction are satisfied. Crabb et al[7], while the first-order models seem to slightly un-

The computation were carried out with aX880x40 grid in the derestimate the normal velocity in this zone.
X, Yy, and z directions in all cases. This grid was chosen after We also analyzed the efficiency of the closure model in predict-
calculations with a much coarser 83333 grid and grid depen- ing the evolution of the flow in the areal<x/d<5 by compar-
dency tests had been performed. The maximum concentration gt the longitudinal velocity with that given in experiments of
viation of the 83xX40x40 fine grid and 883x33 grid is less Crabb et al[7] (Fig. 4). The difference between the results pro-
than 5 percent. vided by the various models becomes significant in the exit sec-

The discretized equations are solved by means of a finite voilen of the jet and in the wake close to the jet. That is seen
ume method. The numerical resolution uses the Patankar aspecially for the k-eR.N.G. model. The RMS second-order
Spalding’s algorithm “SIMPLE” for the correction of the pressuremodel seems to approach a little better the experimental results in
[18]. The convergence of the calculations is obtained when ttiee upstream region of the jet-(1<x/d<—0.5) and downstream
sum of normalized residues is equal to 20 of the jet x/d=2).

Figure 5 shows how the longitudinal mean velogity., varies
. . with distancey at various downstream positions This figure
5 Results and Discussion gives the profiles for the velocity rati®e=0.5 atz/d=0. The first

In this part, we first of all discuss the validity of the turbulencehree profiles correspond tepositions above the exit and indicate
models generally used to modelize the interaction between a etleceleration of the streamwise velocity while the last three pro-
and a cross flow. Then, based on the experimental results of Crditds correspond to stations downstream of the exit and indicate
et al.[7] and Andreopoulos et a[9], we determine the dynamic accelerating flow in the wake region. The numerical calculation is
characteristics of an air jet containing traces of helium in a transempared with those of Andreopoulos et [&]. For the position
verse flow of air. Lastly, the heat and mass transfer characteristigsl= 2, the data of Bergeles et 46] are included for compari-
of a jet of hot fumes interacting with a transverse airflow arson. The agreement with the present calculations and the experi-
presented and discussed. mental measurements can be seen to be quite good, even though
. Bergeles et al. used a single wire to meadiyrea method that is
e e e e 0 .t Very sccurate in general three dmensional o, Tha th
ing bodies, the true representation of thé regions of Ior,1gitudingl gle-wire measurements agree quite well with the Andreopoulos
vorticity an'd the effects of the surface curvature on the intensié—r al. [9] tklree-sensor measurements Is due 0 the fact that at
cation or damping of turbulence. Several turbulence models we jd=2 theg-component is smalthe componenﬁ/ Is zero at the
developed in the past. The simblest being ¢maixture length) crgn_terp_lane anywayso that the flow is p_redomlnantly_ln the

. : - -direction and the velocit¥i could be obtained quite satisfacto-
model, while the most complex is the Reynolds stress mo%
0

; - > with a single sensor.
t(EeSdM;r'\;rg?cTuarlgu?gril fci);Z” these models is the determination Therefore it is possible to say that the strong curvature effects

In order to choose the suitable model of turbulence. we co during the deflection of the jet as well as the swirling movements

ared our numerical results with experimental ones. Fi 'ure 3 ri?1_the wake region located very close to the exit section of the jet

P S perimer -9  Pliitistrate the limitations of the first-order turbulence models in this
sents the variation of the normal velocity in the symmetry pIan;One

(z=0) for a velocity ratio ofR=2.3, aty/d=0.25 and for the T . . N
. e center-plane helium trace profiles are presented in Fig. 6
various models of turbulencghe standard k-amodel, the k-s for a velocity ratio ofR=2.3, at location/d=4, 6, 8, 10 and for

R.N.G. model, the realizable &-model, and, finally, the RMS ¢ \arious models of turbulen¢the standard k-gnodel, the k-¢

v
1297 — e ~
vo 101 &
Uey
N ° 0.8
0.8 0.6
L — 0.41 ;
\ ' standard k-
) standard k-g o\ ', ——— realizable k-¢
realizable k-& \ /I o experimental 7]
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Fig. 3 Mean ¥-velocity profiles at the plane of symmetry

=0 and R=2.3 at y/d=0.25 with different turbulent models
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Fig. 4 Mean d-velocity profiles at the plane of symmetry zld

=0 and R=2.3 at y/d=0.75 with different turbulent models

JUNE 2003, Vol. 125 / 513

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.01y/d 201 y/id

0.8] 0.8] x/d=-0.25

0.4 0.4

1.6]

1.2]

0.8]

0.4]
U
uw
Y 0
1.2 0
2.0]
1.6]
—— standard k-e
+
1.2] —--—--— realizable k-¢ 1.2]
. experimental [9] A
s/
(N
os * 0.8]
0.4 0.4]
a
+ o Uy
0 T T J 0 T T 1
0 0.4 0.8 1.2 4] 04 0.8 1.2

Fig. 5 Mean {-velocity profiles at the plane of symmetry z/d=0 for R=0.5

R.N.G. model, the realizable &-model, and, finally, the RMS the transverse flow. The acceleration of theelocity component
second-order modelThis figure shows that the results obtainedor x>0 is also more evident for low values Bf., which shows
by the second-order model are closer to those found in expdtie relative effect of inertia forces.
ments by Crabb et a[7]. In the wake region, the helium mass Figure 8 presents the variation of the normal velocity compo-
fraction is overestimated by the two models: standatdrkedel nentv/v, compared with that experimentally obtained by Crabb
and realizable le model whereas it is underestimated by the k-et al. [7] for the heighty/d=0.75. This figure shows the good
R.N.G. model. Beyond this region, the reverse is observed. agreement between our results and the experimental ones espe-
Thus, with respect to the previous results, the RMS seconglally for the distancez/d=1. This figure also features two sig-
order model is chosen for the remainder of this work. nificant characteristics of the jet in its initial stages of develop-
5.2 Study of the Mean Velocity Profiles. Figure 7 presents ment.‘The pair of vortices starts to develop as indicated by the
the normal mean velocity/v, for vertical planes corresponding "€9ative values ob for z7d=1 and —0.5<x/d<0. The vortex
toy/d=0.25 and 0.75. It shows the development of the jet near £§9ins to develop fax/d=—0.5, its center being located between
exit section. When no transverse flow occuus € 0), the veloc- 2/d=0.5 andz/d=1. The center of the vortex moves forward,
ity profile appears uniform and symmetrical with respect to theutside, and beyond the distardel=1, then returns in the wake
vertical axis. Once the jet is subjected to a transverse flew (ecause of the low pressure zone occurring/dt=2. The center
=1.15 and 2.3), the deformation of the potential core of the j&égmains atz/d=1 (as indicated by the zero average valuevpf
starts, even ay=0.25d Fory=0.75d the deformation is quite until x/d=3.25, from which the velocity starts to increase.
obvious. For both values dR (R=2.3 andR=1.15), one ob- Inthe plane located ad=1.35, we traced the evolution of the
serves that the profile is not symmetric with regards toxhé average normal velocity componéentv, for z/d=0.5 andz/d
=0 plane, which is due to the superposition of the jet flow withl=1.5 (Fig. 9). We notice that for/d= 1.5, there is an agreement
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between our results and those found in experiments by crabb etealt from that associated with the wake of a solid body. The region

[7]. The vortex structure is still clearly indicated by the negativenmediately located behind the jet/@i=0.5) is filled with the

normal component at the distanzkl=1.5. transverse flow which mixes with that of the fluid being in the
Figure 10 proves that in the symmetry plangd=0), for recirculating region. This figure also shows a good agreement

y/d=2.5, the jet lost the major part of its vertical momentunyith the experimental data of Crabb et Ef].

component and the maximum velocity is reduced only to 45% of Figure 12 presents the evolution Gfu,, in two planes ¢/d

its average normal velocity component at the exit section of the jelp 5 andz/d=1.5) fory/d=1.5. It is noticed that foe/d=1.5,

(40% in the experiments reported in refereridd). Fory/d there is an agreement between our results and the experiments
=3.5, the vertical momentum vanishes and the profile shows oRfereas in the/d=0.5 plane a great difference is observed. The

one low positive normal velocity component which is due to thg,ayimum of the normal velocity component of the jet is consid-

sFany reducedas depicted in Fig. )7with an accompanying de-
velopment of the longitudinal component. This phenomenon is
obvious because of the strong aerodynamic curvature effects in
this region.

Figure 13 shows the profiles &/u., for different planes/d
/d=1,2,4,6,10) y/d=2 and forR=2. This velocity component
decreases with/d, which reveals that the further one moves

main flow in the symmetry planez&0) andy/d=0.75 shows a away from the jet, the less the transverse stream inf_Iuences the
minimum longitudinal velocity equal to 0.49, (in experiments flow. The average transverse velocity is equal to zero in the sym-
this minimum is equal to 0.4@.,), but the reduction of the normal Metry plane. The curve shows a symmetry point/a=0.

velocity in the area- 0.5<x/d<0 is accompanied by an increase_Figures 14 and 15 compare the calculated Reynolds stress
in the longitudinal component up to a value of 0162(0.61u., in  v"v"/v, with the experimental data. The profilesydti=0.25 and
experiments). Downstream, and near the jet, the minimum valy&d=0.75 planes are dominated by two maximum values, the
of T is equal to 0.131,, (the experimental value being 0.4 [7]) peak upstream being higher than the downstream one. The Rey-
and no recirculation occurs, indicating that the flow is very diffemolds stresses at the exit section of the jet)(5<x/d<0.5) in-

In the z/d=1.5 plane, and foy/d=2.5, the average normal ve-
locity component is very low and approaches zero nédr=3
(x/d=3.5 in referencd7]) where it is influenced by the vortex.
This profile shows a good agreement with the experiment.
Figure 11 presents the evolution of the average Iongituding!
velocity componentli/u,. for y/d=0.75 andy/d=3.5 and for
various planes along toaxis (z/d=0, z/d=0.5 andz/d=1). The
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is faster for the three-dimensional case than it would be for a
two-dimensional model because of the additional mixture induced
by the transverse vortices.

Figure 19 presents the isotherms in the central plare), for
R=2. This figure shows the well-known Gaussian distribution and
the effect of transport of the jet by the external transverse flow.
Although the velocity of the jet is twice that of the external flow,
it is noted that the thermal plume extends rather far downstream
from the ejection sectiofsee, for example, the shape of the iso-
therm 323 deg). However, the thermal diffusion process remains
very significant since one can note a fall of 30 deg on a distance of
about the diameter of the section of ejection. This behavior is
characteristic of the turbulent mixing of the flow.

Figure 20, shows the influence Bf(R=0.5, 2, 1)on the tem-
perature distribution in the/d=0 plane for a heighy/d=0.25. It
is noticed that the temperature of the air resulting from the mix-
ture of the two flows is lower as the rate of the transverse flow is
higher R=0.5.). Indeed, in this case, the external flow becomes
prevalent in front of the jet and this last is strongly deviated as it
exits from the chimney.

5.4 Mass Transfer Characteristics of the Flow. The most
obvious characteristic of interaction between the jet and a trans-

yi 7 verse flow is the mutual deviation of the jet and the cross flow.
A 2.5 0 experimental [7] The jet is deformed by the impact of the transverse flow, then
_ 25 0 pulled by this last, and this is clearer Bsis higher. Figure 21
[ ] 35 0 experimental [7] shows the contours of the mass fraction of air in the median plane
"""" 35 0 for R=2. The jet is slightly affected close to the exit section,
+ 25 1.5 experimental [7] because the inertia force induced by the jet prevails in front of that
B 25 L5 of the cross flow. This force becomes weakelyaacreases and
o the jet is curved by the transverse flow when the two inertia forces
Fig. 15 v"v"-normal-stress profiles for R=2.3 have the same magnitude. Because of the turbulent structure of

the flow mixture, a velocity of wind twice that of the ejection

velocity of the pollutants allows a great dilution, i.e., a high mass

fraction of air close the injection section. This phenomenon is also

seen on Fig. 22, where contours of the mass fraction of the carbon
symmetry plane for several values ®fd and for R=2. It is dioxide in the central plane are plotted fi=2. The maximum
noticed that the profile of the Reynolds stress presents a maximggicentration is observed in the vicinity of the jet, while very far
and a minimum values. The values @fo” are larger in the ex- downstream from the jet the mass fraction of 08 weak. This

ternal area of the sheared layer, but they are also rather stroni’%’re shows a Gaussian distribution near the exit section of the

the area located close to the wall. When the area of the wake st
to disappear downstream, and far enough far from the jet, th
profile of the Reynolds stress ceases a changing sign and evold
to a typical profile of a boundary layer type of flow. On this figure "> ) .
we also compared our results with those obtained in experimeRidion of the mass fractions of G@s well as the mass fraction of

A | t al h ; air accordin'g to the longitudinal positiodd. These distributions
gcedn?g?g/%o:f;e alf9] and a good enough agreement is rloare drawn in the symmetry plang=0) for y/d=0.25 andR

=0.5 as functions of the longitudinal positiahd. The maximum

5.3 Thermal Characteristics of the Flow. In this part, con- concentration of the pollutant is observed at the exit section of the
sideration is given to the study of a smoke jet ejected at a tefet. In the vicinity of the jet, the mass fraction of the air is more
perature of 130°C in an air cross flow with a temperature of 30°Gignificant than that of the pollutant which decreases quickly
The composition of the smoke is as follows: 20.9 percent carbalownstream from the jet. F&®=0.5, the flow is very attached to
dioxide (CQ), 76.9 percent nitrogen (J), 1.8 percent oxygen the wall and therefore the maximum concentration is observed
(Oy) and 0.4 percent sulfur dioxide (S0 Then, note that a near the wall.
species conservation equation, as E5), should be written for  Figure 24 examines the influence Bf(R=0.5, 2, 1)on the
each constituant of the fume. mass fraction of C@in the central planez=0) andy/d=0.25. It

Figure 17 presents the temperature profiles in the symmetsyshown that the dispersion of the pollutants is stronger as the rate
plane as functions of the distaneéd for various sitesy/d, at of the transverse flow is highelRE&0.5). Indeed, for this last
x/d=8 and forR=5. The distortion of the temperature profile hasase, the air flow is sufficiently significant to allow a better dilu-
the shape of a kidney, which is caused, by the longitudinal vortion of the pollutant. On the other hand, Fig. 25 presents the
ces. The presence of a pair of swirls is remarkable/fd=5. The profiles of the air mass fraction for various valuesRofThe lower
two peaks attenuate and disappear at the distpftbe 7. Beyond Ris, the more the mass fraction of air on the jet section is signifi-
this location, the temperature decreases. cant. The mass fraction of air at the distaxéd= —0.5 is more

On Fig. 18, the temperature iso-valeurs are presented, for theégnificant than that located at the distax¢d= 0.5, this is due to
heights (/d=0.5, 1, 2), in the xplane and folR=2. This figure the deflection of the jet under the transverse flow.
shows that when the heightd increases, the maximum of tem- Figure 26 represents the distribution of the mass fraction of
perature moves far downstream from the jet. Indeed, one notia@sbon dioxide forR=2, aty/d=1.35 and for various values of
on the curvature induced by the transverse flow a bending of thkl. One notices that this parameter decreases as one moves away
jet on its two sides, which is caused by the three-dimensionfabm the exit section of the jet along thedirection. In thex
nature of the flow. Furthermore, the dispersion of the temperatutigection, one also notes that the distance from the chimney, for

n the absence of chemical reaction, no new information is
ged by showing results for multiple species, in fact all species
hould diffuse together. So we present on Fig. 23 only the distri-
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Fig. 18 Cross-sectional contours of the temperature at three
planes and R=2
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Table 4 Position of maximal values of the mass fraction ac-

cording to x and z directions

z/d x/d Maximal mass fraction
0 0.484848 0.122

0.5 0.767677 0.089
1 1.9697 0.048

15 2.60606 0.021
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Fig. 26 CO, mass fraction profiles at y/d=1.35 for R=2

which the mass fraction is maximum increases for increasidg
(see Table 4). For/d=2 andz/d=2.5, the mass fraction of car-
bon dioxide is weak.

Finally, Fig. 27 presents the distribution of the mass fraction of
carbon dioxide (CQ) in the symmetry plane according to the

distancez/d for various sitesy/d. The values of/d andR are

respectively 8 and 5. This figure shows that the pair of vortices
d

starts to appear gt/d=4, just where the formation of the secon
peak is noticed. Indeed, this later is also pronounced for t
heightsy/d=5 andy/d=6. The CQ mass fraction maximum is
located at the center of each vortex. From the hejgtt=6 (that

is for y/d=7 and higher values), the contrarotating pair of vorti-
ces starts to disappear and consequently the mass fraction

decreases.
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Fig. 27 CO, mass fraction profiles at

Conclusion

In this work, we have studied the momentum, heat and mass
transfer exchanges related to the interaction between a circular jet
and a transverse flow. The variable curvature of jets emerging
transversely in a cross flow renders their determination particu-
larly delicate. The different results confirm the formation of a pair
of contrarotating vortices downstream of the exit section of the
jet. The profiles of mean velocity in the median plane of the jet are
not uniform and the development of the jet is characterized by a
strong anisotropy and an acceleration of the free flow around the
jet and in its wake. By comparing numerical results with experi-
mental data of Bergeles et &6], Crabb et al[7] and Andreopou-
los et al.[9] we could first justify the choice of the RMS second-
order turbulence closure model. We could also determine the
distribution of temperature and mass fraction near the jet and
downstream from it and examine the dispersion of a hot pollutant
under the influence of the velocity ratiR=v,/u... The obtained
results show mainly that the temperature of the pollutants is low
when the velocity of the transverse flow is high because, in this
case, the cross flow prevails in front of the jet flow and high
temperature gradients are observed near the exit section of the jet.
Moreover, turbulence is sufficiently significant to allow a better
dilution of pollutants.

Nomenclature:

d = diameter of the jetnozzle diameter
gravitational acceleration
kinetic energy of turbulence
temperature
= mass fraction
= velocity ratiovg/u.,
u, v, velocity components along, y, andz directions
X, Y, coordinates
Sj = mean strain rate

g
k
-
f
R
W
z

P, = term of production due to the mean gradients
Gy = term of production due to buoyancy forces
uiuj = Reynolds stress

I%reek Symbols

A step size
a, = the rate of grid streching in direction

B = thermal expansion coefficient
e = rate of dissipation of turbulence kinetic energy
u = turbulent(or eddy)viscosity

JUNE 2003, Vol. 125 / 521
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oy = turbulent Prandtl number
o¢ = turbulent schmidt number

Subscripts

o = condition in crossflow
o = exit section of the jet

Superscripts

— = Reynolds average
~ = Favre average
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers.

Nodal |ntegra| and Finite Difference interface and the nonlinear form of the thermal energy balance
. . . equation at the interface, analytical solutions are difficult to obtain

Solution of One-Dimensional except for a limited number of special cases.

Stefan Problem Due to difficulties in obtaining analytical solution, various nu-

merical techniques are often employeld. Numerical techniques

are specially known to have difficulties with time-dependent

James Caldwell boundary conditions and very fine m_esh size and small time steps

e-mail: majimca@cityu.edu.hk are often needed for accurate solutions. Because these are often
computer intensive—only a few results for the Stefan problem

with time-dependent boundary conditions are available in the

Svetislav Savovic literature. Solutions of such Stefan problems include linear, expo-
nential and periodical variation of the surface temperature or the
Yuen-Yick Kwan flux with time [2—4]. A comparative study of various numeri-
cal methods for moving boundary problems has been made by
. Furzeland 3].
D_epartment _Of Mathematics, Various numerical methods have been applied to the Stefan
City University of Hong Kong, problem including finite element, finite difference and integral
Kowloon, Hong Kong, People’s Republic of China methods. Several finite element methods have been developed and

successfully applied to the Stefan problem with various boundary
and initial conditions(see e.g.[5—8]|). Solutions reported in the
r1|i erature using the finite differend&D) methods for solving the
oving boundary problem include the one-dimensional Stefan
roblem describing the evaporation proced$e$0], the process

The nodal integral and finite difference methods are useful in t
solution of one-dimensional Stefan problems describing the me

ing process. However, very few explicit analytical solutions a f melting of solid[11], oxygen diffusion probleni12] and the

e_lvallable in the literature for SI.J?h problems, particularly W'thdissolution of stoichiometric multi-component particles in ternary
time-dependent boundary conditions. Benchmark cases are -

! - ; . . 'ﬁoys [13]. On the other hand, a coupling integral equation ap-
sgnted involving two test_examples \_Nlth the aim of prodl_Jcmg VeIV 2ch has been used by Mennig anig [2] for solving the
high accuracy when validated against the exact solutions. T

) o : tefan problem describing the melting/solidification process as
ehxample 1d_(ftf|me|-|ndependent| bc;u?qarydcondlt(ljons)bls fol(ljowed%%” as t%e nodal integre{N?) approach agpplied by Rizwgm-uddin
the more difficult test example 2 (time-dependent boundary cqon- e : :

ditions). As a result, the temperature distribution, position of th 94] to the Stefan problem describing the melting of solids, where

- : th phase-change problems involve time-dependent boundary
moving boundary and the velocity are evaluated and the resu L . .
are validated. [DOI: 10.1115/1.1565091 conditions. Generally, in terms of accuracy and efficiency, the

choice between various finite element, finite difference and inte-
gral methods for the solution of a particular Stefan problem is not
always clear, due to their specific advantages and limitations.
gClearly there is a need for benchmarking in the area.

In this paper we consider the one-dimensional Stefan problem
describing the melting process. We use two independent methods,
namely, the nodal integral and finite difference approaches in or-
der to determine the evolution of the temperature distribution and
1 Introduction phase boundary during the process. Our aim is to produce highly

Moving boundary Stefan problems involving heat conductiofccurate results which can be validated against the exact solution.

in conjunction with change of phase arise in many physical pra'_hls will result in benchmark cases involving two test examples.
cesses, such as melting of ice, recrystallization of metals, evapo-
ration of droplets, oxygen diffusion problem, particle dissolutio :
in solid media, binary alloy melting and solidification induced b Formulation of the Problem

pulsed-laser irradiation, etc. Such a process covers a wide range ofhe dimensionless formulation of the Stefan problem for the
applications in which phase changes from solid, liquid or vapdiguid region of a melting solid at the phase change temperature in
states. The material is assumed to undergo a phase change, whergvariant domain (&x=<1) is[14]

the position of the boundary is always moving. So, the boundaryaz

Keywords: Finite Difference, Heat Transfer, Melting, Movin
Boundaries, Numerical Methods, Phase Change

is not known in advance and must be determined as part of the T();’t) XR( )dR(t) Al =R2 )M’ 0=x=<1,

solution. Owing to the unknown location of the phase change X dt 28 ot O
Contributed by the Heat Transfer Division for publication in th®URNAL OF dR(1) IT(X,1)
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subject to the initial and boundary conditions R
17 m

R=0. t=<0 Timt1=Timt 2hRm(Ti+1,m_Tifl,m)
T=f(t), x=0, t>0, k
-0 . 0 @) *erz (Rivim = 2Rim T Riz1m), (8)
=0, x=1, t>0, m

where T, ,=T(X; ,ty), h(=Ax) is the constant space grid size

whereT(x,t) is the temperature distributioR is the position of b?ch thatx,=ih, With 1=0.1, ... N, (Xo=0.Xy=1), tn=t

the moving boundary, Ste is the Stefan number given K wherek(= is the ti is the i hich

(C/ATen)/hg;, whereC, is the liquid specific heahs, is the latent mkwhere (=Ayist e time step antp is t e time at which

heat andA T . is a reference temperatufs]. the numerical process is initialized. A truncation error for this
As the solid melts with time, the moving bounda®yt) moves Scheme |sO(k)+O(h2.). o , , ,

to the right. If the temperature in the solid region(1) is as- 1€ temperature history at the origin0) is easily obtained

sumed to be spatially uniform and constant in time, equal to th&ing Ed.(3), which in discretized form is

phase change temperature, as here, then the problem is usually T o=f(t,), i=0, m=0,1,2,.... 9)

referred to as the single-phase Stefan problem. In order to solve ' o )

the Stefan problem defined by Eq4—3 we employ the nodal For the temperature distribution at<x<1 (i=1,2,...N

integral and finite difference methods. —1,m=0,12,...,) Eq(8) is to be used. The temperature his-
tory atx=1 according ta3) is
T,m=0, i=N, m=0,1,2, ... (10)
3 Nodal Integral Method The Stefan conditiori2) at x=1 (i =N) in discretized form is
A semianalytical nodal method to solve the one-dimensional KSte

Stefan problem was recently develofdd]. We give a brief de- R, =R~ =——
scription of the method here. The space-time domair=X0 2hRy,
<1; O<t<tg,) is first discretized into space-time nodes. Each (11)
node is identified by the subscript,f), where I<i<N,, 0<j where the following three point backward schef8¢l0]is used

<N;, and N, and N; are the number of nodes in the spatiafor the temperature gradient at the moving interface= 1
direction and the total number of time steps, respectively. TheNAX);

space-averaged, time-dependent temperature and time-averaged,

(BTnm=4Tn—1mt Tn—2m), M=0,1,2,.. .,

space-dependent temperature for each node are respectively de- ﬂ _3TN=4TN- 1t T2 2
fined as x|, SAX +O(AX%). (12)
Initial condition (3) in discretized form is
o 1 Xj+AX = 1 t; R 0 13
X —_ t =_ =0U.
TH=1¢ Li T(x.0dx,  Tj(x)=1 Jt 71T(x,t)dt. o (13)

(4) 5 Benchmark Results and Discussion

In this section we present the computational results obtained by

First, Eq. (2) is integrated over the time stdp_;<t<t; to using the NI and FD_a_pproaches applied to the one-QimensionaI
yield Stefan problem describing the melting process of a solid. It should
be noted thaf has been used in Section(”l method)to repre-
sent the temperature distribution as it has been space-averaged or

?}(x: 1) time-averaged, wherea$ has been used in Section &D
R2(t)= Rz(tj_l)—zsteT(t—tj_l), o sSt<t;. method). In this section we adopt the common notali¢x,t) for

the numerical results obtained by both methods for the tempera-
ture distribution.

©)

Next, for each space-time node, a time-step-averaged, secopdl+, 'St Example 1. In order to have a validation of the

' . p_ = ' ) p g ' o curacy of both the NI and FD methods, we first present the
ordert‘ODE is obtained follj(x) by operating on Eq(1) with  compuytational results for the Stefan problem defined by Egs.
VAtLS t}_ldt, and a space-averaged, first-order ODET(t) is (1-3 with time-independent boundary conditidi(x=0,t)=1,

obtained by operating on E¢L) with 1/Ax[*"**dx. After intro- for which the exact solution iKl6]

ducing some simplifying assumptions, the second-order ODE in _ erf(x\)

space is solved using Dirichlet boundary conditions at the left and Tx)=1- erf(\) '

right edge of the node, leading to a solution of the form (14)
- R =2\,
TJ(X):C1+C2X+g(e703X), (6)

where the exact value of is determined from the solution of the
whereC,, (m=1,2,3,...) areconstants. On the other hand, theollowing transcendental equation:

first-order ODE in time is solved using the initial condition at the 2

beginning of the time step, leading to a solution of the form Jmnererf(n) = Ste. (15)

For both the NI and FD methods the initial tinbg=0.01 is
used. In the FD approach a constant grid sige= Ax=1/N)
- . =0.1 (number of grid pointdN= 10 is adoptedand the time step
4 Finite Difference Method k(=At)=0.000002 are used. One should mention here that a
In the present paper we also employ an explicit FD methothrger grid size and time steps, e.g5+0.2 andk=0.0001, also
Using a forward difference scheme for the time derivative andguarantee stability of our difference schemes applied. But such a
central difference scheme for the space derivative, thefdn choice of smaller time step and finer grid size has been made in
discretized form can be expressed as order to improve on the accuracy of previous published results.

T =T} 1#+CqIN[1—Cs(t—t;_y)] @)
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Table 1 Temperature distribution for test example 1

(Ste  Table 4 Position of moving boundary and its velocity for test

=0.2, t=1.6) example 1 (Ste=1.0)
T(x,1) R(t)
Nodal integral Finite Nodal integral
X (N,=10) Error (%) differences Errof%) Exact t (N,=10) Error (%) Finite differences Errof%) Exact
0.0 1.0 0.0 1.0 0.0 1.0 0.1 0.39224 0.02040 0.39226 0.02550 0.39216
0.1 0.896893 0.000000 0.896891  0.000223 0.896893.2 0.55473 0.02344 0.55474 0.02524 0.55460
0.2 0.793979 0.000126  0.793976  0.000504 0.79398®™.3 0.67941 0.02503 0.67942 0.02650 0.67924
0.3 0.691451 0.000145 0.691446 0.000868 0.69145D.4 0.78451 0.02422 0.78453 0.02677 0.78432
0.4 0.589498 0.000339 0.589493 0.001187 0.58950®.5 0.87711 0.02395 0.87713 0.02623 0.87690
0.5 0.488309 0.000410 0.488303 0.001638 0.48831D.6 0.96083 0.02394 0.96085 0.02603 0.96060
0.6 0.388066 0.000515 0.388060 0.002061 0.38806®.7 1.03782 0.02506 1.03784 0.02699 1.03756
0.7 0.288945 0.000692 0.288940 0.002423 0.28894D.8 1.10948 0.02524 1.10950 0.02705 1.10920
0.8 0.191120 0.000523  0.191115 0.003139 0.19112%
0.9 0.094752 0.001055  0.094750 0.003166 0.094753 dr/dt
1.0 0.0 0.0 0.0 0.0 0.0 -
Nodal integral
t (N,=10) Error(%) Finite differences Errof%) Exact
0.1 1.96140 0.03060 1.96137 0.02907 1.96080
. . 0.2 1.38689 0.02813 1.38688 0.02741 1.38650

Applying the NI approach, number of nodég=10 (it corre- 0.3 1.13238 0.02738 1.13238 0.02738 1.13207
sponds to node sizAx=0.1) and time stepAt=0.02 were 0.4 0.98066 0.02652 0.98067 0.02754  0.98040
adopted. The values of obtained from the solution of transcen-0-2 087713 0.02623 0.87714 0.02737  0.87690

0.6 0.80071 0.02748 0.80071 0.02748 0.80049
dental Eq(15) are 0.30642 and 0.62006 for St6.2 and l(IZ], 0.7 0.74131 0.02699 0.74132 0.02834 0.74111
respectively, which we have adopted in this work. 0.8 0.69343 0.02596 0.69344 0.02741 0.69325

The present computational results and exact solution for the:

temperature distribution, the position of the moving boundary and

Table 2 Position of moving boundary and its velocity for test

example 1 (Ste=0.2)

its velocity together with percent errors are shown in Table 1 and
2, for Stefan number Ste6:2, and Table 3 and 4, for Stel=0.
Very close agreement between the present results and the exact

solution is seen, where somewhat better accuracy is achieved us-

R(1)

ing the NI method. Since the moving boundary moves faster as

Nodal integral

Ste is increased, the problems with larger Stefan number are more

t (N,=10)  Error(%) Finite differences Errof%) Exact difficult. This can explain the larger percent errors both for tem-
02 027409 000730 02714 002554 02740 erature distribution and boundary movement seen for $té
04 058763 001032 038769 002580 03875 ompared to thos_e obtained for St@.2. However, for all the _
0.6 0.47474 0.00843 0.47482 0.02528 0.4747(§esults presented in Tables 1-4 the maximum percentage error is
0.8 0.54819 0.00912 0.54828 0.02554 0.54814ess than 0.05%.
1.0 0.61289 0.00816 0.61300 0.02611 0.61284 The computational timet, required to achieve the NI results
%'i g%ﬁg 8'8823‘7" g%égg 8832% g%éi’%n a Pentium 4, 1 GHz personal computer are as follows:
1.6  0.77525 0.00774 0.77539 0.02580 0.77519 Table 1 (Ste=0.2,t=1.6), t.=6sec
dR/dt Table 3 (Ste=1.0,t=0.8), t.=3 sec.
Nodal integral These computational times are shorter than the corresponding
= 0 ini I 0, . N A
t (Ny=10) Error(%) Finite differences Erro(%) Exact times required to achieve the FD results, namely,
0.2 0.68524 0.00876 0.68536 0.02627 0.68518
0.4 048454  0.01032 0.48462 0.02683 0.48449 Table 1 (Ste=0.2t=1.6), t.=14sec
0.6 0.39562 0.00758 0.39569 0.02528 0.39559
0.8  0.34262 0.00876 0.34268 0.02627 0.34259 Table 3 (Ste=1.0,t=0.8), t.=7 sec,
1.0 0.30645 0.00979 0.30650 0.02611 0.30642 . .
1.2 027975  0.01073 0.27979 0.02503 0.27972 Which are still very reasonable.
1.4 0.25899 0.00772 0.25904 0.02703 0.25897 . . . "
16 024227 0.00826 024231 002477 024225 5.2 Test Example 2. This problem with exponentially rising

temperature on the left surface, is relatively more difficult than the

time-independent test example 1. It has an exact sol(i8dand

Table 3 Temperature distribution for test example 1 (Ste  for the special case of Stel, the differential Eqs(1-3 are sat-
=1.0, t=0.8) isfied by

T(x,1) T(x,t)=et¥-1  R(t)=t, (16)

Nodal integral Finite — —al_ —
X (N,=10) Error (%) differences Errof%) Exact Txy=f=e-1, x=0,

00 1.0 0.0 1.0 0.0 1.0 T(x1)=0, x=1,
0.1 0.887190 0.000789  0.887180  0.001916 0.887197
0.2 0.775245 0.001548  0.775224  0.004257 0.775257 T(x,t)=0, t=0. 17)
0.3 0.665007 0.002707 0.664978  0.007067 0.665025 . -
0.4 0557283 0003948 0557248 0010228 0557305 FOr benchmarking purposes, we compare our computational re-
0.5 0.452822 0.005079 0.452783 0.013691 0.452845ults with the exact solution and with the computational results
89 ggggg(l)g 8.882%2 8.221’2623%?3 8.8523% 8.ggég§abtained previously by Rizwan-uddifl4], who used the NI
08 0165350  0.009676 0.165320 0.027817 0116536é1e.th0dh In the pre?e’.“ p%perf ”;]e “S“mfer'ca' pglocesg 'fs. '”g'%“sed
0.9 0.079816 0011275 0079798 0033824 0.079825SINg the exact solutiofil6) of the Stefan problem defined by
0.1 0.0 0.0 0.0 0.0 0.0 Eqgs.(1-3). The initial timety,=0.02 which according to Eq16)

corresponds to the initial position of the moving boundBiy,)
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Table 5 Temperature distribution for test example 2 (Ste  present results and the exact solution is seen. Furthermore, the
=1.0) accuracy of the present results for the position of the moving
boundary obtained using the NI method with nhumber of nodes

Y N, =10 is better than the accuracy of the results achieved earlier
Nodal integral _Finite by Rizwan-uddin who use the same method with smaller number
tox (N,=10)  Error(%) differences Erro(%) Exact  of nodesN,=4. The accuracy of the present FD results for bound-
0.0 1718463  0.010534 1.718282 00 1.71828&ry position is similar to that obtained previously by Rizwan-
0.1 1.459617 0.000959 1.459742 0.009523 1.459603ddin [14]. Clearly, from Tables 5 and 6 we can see that the
8% i.g%gggg 88222;3 %(2)52(7);:13 8.8%%% i-%i%?%aximum percentage error for both the NI and FD methods is less
10 04 0821917 0024571 0.822418 0.036369 o.szzﬁ@‘%‘ iﬁprgx'mat‘?'t{lo'“" . ational results obtained usi
~ 05 0648514  0.031909 0.649013 0.045012 0.648721 N € Dasis of the present computational results obtained using
0.6  0.491633  0.039038 0.492088 0.053474 0.49182the NI and FD methods, the NI method is seen to generate more
8.; 8.3421513232 88&%33 8.22(1)%8 8-8%%8 g-ggggoﬁccurate solutions of the Stefan problem analyzed. Although in
09 0105110 0058001 0105255 0079870 0:10517§rder to achieve Fhe s_tablllty of our FD schemes sma_lll time steps
10 00 0.0 0.0 0.0 0.0 are usually required if compared to those used within the NI

method, which makes the FD method applied more computer in-
tensive, it may be assumed sufficiently accurate and efficient for
most practical purposes. This is additionally supported by the fact
=0.02, is used to get a solution of the Stefan problert=at.O0. that the FD appr_oach used in the present V\_/ork has been earlier
Within the FD approach a constant grid sipé=Ax=1/N) successf_u_lly applied to the Stefan problenj'wnh Neumgnn bound-
=0.1 (number of grid pointsi= 10 is adoptedand the time step &Y condition ax=0 by Caldwell and Savovigl0]describing the

k(=At)=0.000002 are used. Such a choice of time step and gﬁaaporatlon of droplets. Th_e method has also been Sl_Jcce_ssfuIIy
size guarantees stability of our difference schemes applied. Usffgplied to a more complicated Stefan problems with time-
the NI approach, number of nodiis= 10 (it corresponds to node dépendent boundary conditionsxat 0 by Savovicand Caldwell
sizeAx=0.1) and time step\t=0.2 were adopted. [11] describing one dimensional single-phase melting process.
The present computational results and exact solution for tlée Conclusion
temperature distribution together with percent errorg fot.0 are
shown in Table 5. Very close agreement between the present reWe report on the nodal integral and finite difference solution of
sults and exact solution is seen, with higher accuracy resultithie Stefan problem describing the melting process of a solid.
from the NI method. The computational timtg required to Good agreement between the present computational results for
achieve the NI results in Table 5 (Std.0,t=1.0) on a Pentium temperature distribution and boundary movement obtained using
4, 1 GHz personal computer is approximately 2 seconds whichtie nodal integral and finite difference approaches for two test
an improvement on the corresponding time, namely 8 secondgamples is seen. Furthermore, comparison with the exact solu-
required to achieve the FD results. In Table 6 the computatiortadns show that both the NI and FD schemes are very accurate
and exact values for boundary position and its velocity are showrith higher accuracy being achieved using the NI method. Al-
together with percent errors. Very good agreement between theugh the NI method permits the use of relatively large time

Table 6 Position of moving boundary and its velocity for test example 2 (Ste=1.0)
R(t)
Nodal
integral
(Ny,=4) Nodal
Rizwanuddin integral Finite
t (1994) 14] Error (%)  (N,=10) Error (%) differences  Erro%)  Exact
0.1 0.099999 0.001000 0.099999 0.001000 0.1
0.2 0.200010 0.005000 0.199994 0.003000 0.2
0.3 0.300007 0.002333 0.299979 0.007000 0.3
0.4 0.400001 0.000250 0.399951 0.012250 0.4
0.5 0.499990 0.002000 0.499906 0.018800 0.5
0.6 0.599974 0.004333 0.599840 0.026667 0.6
0.7 0.699952 0.006857 0.699750 0.035714 0.7
0.8 0.799924 0.009500 0.799632 0.046000 0.8
0.9 0.899888 0.012444 0.899484 0.057333 0.9
1.0 0.99930 0.070 0.999844 0.015600 0.999301 0.069900 1.0
dR/dt
Nodal integral
t (N,=10) Error(%)  Finite differences Errof%) Exact
0.1 1.000134 0.013400 0.999976 0.002400 1.0
0.2 1.000033 0.003300 0.999906 0.009400
0.3 0.999961 0.003900 0.999793 0.020700
0.4 0.999916 0.008400 0.999641 0.035900
0.5 0.999869 0.013100 0.999451 0.054900
0.6 0.999814 0.018600 0.999226 0.077400
0.7 0.999751 0.024900 0.998966 0.103400
0.8 0.999680 0.032000 0.998674 0.132600
0.9 0.999602 0.039800 0.998349 0.165100
1.0 0.999517 0.048300 0.997994 0.200600
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steps, the FD approach which needs smaller time steps is showoGeneral Expression for the
provide accurate solutions of two test cases of the Stefan probl

one\{v!thtime-dependentandonewithtime-independentboundﬁéterminaﬁon of the Log Mean
conditions. Temperature Correction

This numerical study has provided benchmarking for the use
both the NI and FD methods. It is important to realize that fo-aCtor for Shell and Tube Heat
most realistic Stefan problems, which may include time
dependent boundary conditions, analytical solutions are gener. changers
not available. The high accuracy and agreement produced by both
methods for the two test examples presented gives us confidegﬂgmad Fakheri

in the application of these methods to similar problems. One oh-

vious typical example would be an extension of test example SSO?' Prof. ASME Mem.

where the temperature on the left boundary is not constant bughail: ahmad@bradley.edu

ramped linearly in the fornT(x=0,t)=F(t)=1—at. Department of Mechanical Engineering,
The numerical results obtained from the two test examples pBradley University, Peoria, IL

sented show a high level of accuracy and efficiency. Clearly, the

accuracy and efficiency of numerical approaches are functions of

the time step and grid size, and higher accuracy may be achieved . . .

by using finer grid size and time step at the cost of computatior:glj'S paper presents a single closed form algebraic equation for

time or efficiency. Obviously, further benchmarking is required tg'€ determination of the Log Mean Temperature Difference cor-

draw the conclusion that both the NI and FD approaches may fggtion factor (F) for shell and tube heat exchangers having N

considered as sufficiently accurate and efficient for a wider clad ell passes and 2M tube Passes per shel_l._ The equation and its
of Stefan problems. graphical presentation generalize the traditional equations and

charts used for the determination of F. The equation presented is
also useful in design, analysis and optimization of multi shell and
tube heat exchanger, particularly for direct determination of the
number of shells.[DOI: 10.1115/1.1571078
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Introduction
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1N

To date, a general expression for the determinatiof fur all 1-P
shell and tube heat exchangers has not been available in the lit- > In
erature. The values ¢f have been determined using correlations _VRH1 1-PR
and charts presented in R¢L] who for one shell and two tube N2NM™T e [1—PRIYN
pass heat exchangers, Fig. 1, provide the following expression, R—
1-P L 1-P] ==
m |nm Zw 1-R+VR°+1
F=R-1 2 “) i
(_) R RETT | !
P n TN
In 1-PR
2 R—
—)—1—R— R?+1 | 1-P ]
P 2——————1-R-\R?+1
for the determination of thé MTD correction factor. The same 1-PR
equation was found to be valjd ] for one shell pass and any even 1- 1-p
number of tube side passes. . . (9)

To determine the correction factor for shell and tube heat ex-.
changers with two shell and any multiple of four-tube passeX,is €asy to show that foN=1, Eq.(9) reduces to Eq(4) for

Bowman et al[1] provided the following expression, single shell multi tube pass heat exchangers, .
1-p As mentioned before, Bowman et fl] state that by redefining

n——— P using Eq.(6), Eqg. (4), and therefore Eq9), can be used to

_ VRZ+1 1-PR determineF for shell and tube heat exchangers with any number

F2—4_2(R_ 1) 2 2 of shell passes except two. For Two shell passes, they provide Eg.
(—) -1-R+ E\/(l—P)(l— PR)++vR?+1  (5) which is identical to Eq(9) when the latter is evaluated for

In P two shell passes, making E) a substitute for Eq(5) as well.

2 2 i -
_) ~1-R+ 5 JA-P)1-PR- RE1 To show the redundancy of E¢), consider Eq(9) for the spe

[> cial case ofN=2 (two shell passes)
®) 1-p
Although, Bowman et al[1] did not provide closed form solu- Iy In
tions for three or more shell passes, Bownfar8] showed that F, o= R°+1 1-PR (10)
Eq. (4) can also be used for this case, provided that in(BgP is 2.4 2(R—1) 1-PR
interpreted a®; , which is related to th@ for a multi-shell multi- R—
tube heat exchangePy ,\) by the following equation. 1-P
1-p. RIN 2——— —1-R+JR?>+1
_ ﬁ} 1-PR
—Pio 1-
PN,ZN_TLZRNv (6) n 1-P
1-Py, 1-PR
Based on the above, Bowman et[dl] provided a series of charts R— 1-p
for the determination oF for multi-shell and tube heat exchang- 2 _1-R—vR2%+1
ers. These charts as well as the underlying correlations have 1-PR
proven invaluable in heat exchanger design and analysis and have 1-
been reproduced extensively in the heat exchanger literature in- 1-pP

cluding basic heat transfer te>i,5]. The charts are perhaps lesg easy to shown that,
frequently used, in recent years, in favor of heat exchanger design

computer codes. Also, TuckgB] recently discovered an error in 1-PR
one of the charts for the cross flow heat exchangers correction R—

factors that apparently had gone unnoticed for over 65 years. > (1-P) _

1-PR -
Analysis 1- 1/
(1-P)

The goal of this study is to derive a single equation, and there-
fore a single chart, for the determination of th®TD correction proving that Eqs(5) and(10) are identical. Therefore, for a shell
factor applicable to shell and tube heat exchangers with any nugfd tube heat exchanger, with=1,2,3,....shell passes and
ber of tube and shell passes.

From Eq.(6), it can be shown that:

1-P; R [1-PynR|M™ . U
TP, | T Pua "

from which P, , can be expressed in terms B, ,y andR as, t2 -

1PRT’N (
1-P <

Py= W (8)

2

2

+E\/(1—P)(1—PR) (11)

1-P

T
where the subscrigtl, 2N, of P has been dropped to generalize. 2 ‘

SubstitutingP, , from Eq. (8) for P in Eq. (4) and simplifying,

yields the following expression for the determinationFof Fig. 1 Shell and tube heat exchanger

528 / Vol. 125, JUNE 2003 Transactions of the ASME

Downloaded 06 Dec 2010 to 141.219.44.39. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



09

08 F ln1+W-s+SW
1+W +S-SW

0.5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
w
Fig. 2 F correction factor for shell and tube heat exchangers with N shell and 2 NM tube passes
2M=2,4,6,8 .. .tube passes per shell, th&/TD correction fac- =]
tor can be obtained from E@9) which can be further rearranged P1,2=m (15)
into N
[R2+1 [1-PR]¥N Substituting forP; , from (15) into (14) and defining,
Inf ——
R-1 | 1-P _ N-NP
Fnanm= — " N—=NP+P
’ 1-PRI™ JR?2+1 JRZ+1[1-PR]W™ .
1+ _ \/ + For the special case &= 1, Eq.(13) reduces to
1-P R—-1 R-1 | 1-P
In W 1
1-PR|™ JR*+1 VR*+1[1-PR]" sz/i( ; ) (16)
1+ + - Wolw L1
1-P R—-1 R-1 | 1-P —+—
1-W
(12) o V2
As can be seenF is a function of two parametersV=[(1 w' _ i
—PR)/(1-P)]¥N and S= \R?+1/(R—1). Therefore the. MTD 1-W' 5
ion f for shell h h - . . -
m;rggt:‘?gmatﬁgrsicrgpsleeexgredsgilc?rf eat exchangers can be de ras a function oW’ is also plotted in Fig. 2. Note that for the
' special case of a single shell pasbl=1), W’ reduces to (1
. B SInwW 13y P).
NS T W-STSW (13)
N T+W+s—sw

Figure 2 is a plot of as a function of/ for different values oR. Conclusions
It also turns out that in Eq.12) F(P,R)=F(P,1/R), and there- = The Log Mean Temperature DifferendeMTD) correction fac-
fore only values olR>1 or R<1 need to be considered. tor for shell and tube heat exchangers is traditionally determined
For the limiting case oR=1, Eq.(4) becomes using the charts and more recently using computer based heat
exchanger design software, as the underlying equations appeared
F—v3 1 (14) complicated. In this work, it is shown that it is possible to collapse
1-P 1 all the available correlations for the determination of the geomet-
— ric correction factorF into a single simple algebraic equation
P V2 applicable to the shell and tube heat exchangers Witshell
1
V2

passes and M tube passes per shell. This equation can then be
used in different aspects of shell and tube heat exchanger design
and analysis, including determining the number of shells, in a

and and Eq(6) reduces to multipass system.
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Nomenclature

the number of heat transfer unitdl(). The maximum heat ex-
changer capacity is achieved in the limiting caseeef1 or Ny,

A = surface area, _?n — o, However, such conditions are practically impossible to re-
F = LMTD correction factor alize within the constraints of finite size and time. This can be
LMTD = log mean temperature differendeMTD=(AT), equated to the impossibility of realizing Carnot thermal efficiency
—(AT)2/In(AT), /(AT), in heat engines. In both cases, entropy generdpooportional to
N = number of shells available work losttends to zero.
P =P=t—t,/Ti—t; In a balanced counter-flow heat exchanger, when the pressure
q = rate of heat transfeq=U A F LMTD loss is sufficiently small, the entropy generation indxdefined
R=R=T,—-To/t,—4 by Bejan contains only the irreversible heat transfer tex®,r
S = S=\/R°+1/R-1 (described ad\s in the following). The relationship betwee¥g
T, = shell(hot fluid) inlet temperature ande (or Ny,) is shown in Fig. 1, where the maximum occurs at
T, = shell (hot fluid) exit temperature £=0.5.
t; = tube(cold fluid) inlet temperature This description of heat exchanger performance is clearly il-
t, = tube(cold fluid) exit temperature logical in thee<0.5 region, a paradox pointed out by Bejan him-
U = overall heat transfer coefficient, Wik self[1,2]. In the present report it is shown that by appropriately
W = w=[1-PR/1-P]'™ defining the entropy generation index, the paradox can be re-
W' = W =N—NP/N-NP+P solved.

(AT), = temperature difference at one end of heat exchanger This treatment of the problem is based on the duality of heat
(AT),=T1—t, exchanger systems to act as both heat conductors and heat insu-
(AT), = temperature difference at the other end of heat ex- lators in terms of entropy generation.
changer AT),=T,—t;

References Entropy Generation Index and the Performance Para-
[1] Bowman, R. A., Mueller, A. C., and Nagel, W. M., 1940, “Mean Temperatur(ﬁox
Difference in Design,” Trans. ASME62, pp. 283—-294.

[2] Taborek, J., 1990, Hemisphere Handbook of Heat Exchanger Design Hemi- Figure 2 shows a temperature prof”e for a balanced counter-

sphere, Bristol, PA. . . 8
[3] Bowman, R. A., 1936, “Mean Temperature Difference Correction in Multipasyow heat excha_nge_r with neg.“glble pres_sure_ loss, for which the
Exchangers” Ind. Eng. Chem. Fundar@8, pp. 541-544. entropy generation index, defined by Bejan, is
[4] Incropera, F. P., and De Witt, DFundamentals of Heat and Mass Transf&f

ed., Wiley. Ng=Syen/ Crnin=IN{[ 1= T2 /T ] [1+&(T,/T,— 1)1} (1)
[5] Mills, A. F. 1999, Heat Transfer, 2 Ed., Prentice Hall.

[6] Tucker, A. S., 1996, “The LMTD Correction Factor for Single-Pass Crossfloll N€ Variation'Oﬂ\'s againsts is shown in Fig. 1 The phenomenon
Heat Exchangers with Both Fluids Unmixed,” ASME J. Heat Transtd8  has been pointed out as a paradox by Bejan, who explained the
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Ns is defined asSyen/Crin, in which Cpyy has nothing directly
to do with heat exchanger performance. As such, it is quite natural
thatNg tends to zero as decreases and the heat exchanger ceases
to function.

In order to define the entropy generation rate in terms of heat
conducting capacity, a quanti§ye,/Au (non-dimensionalis in-

troduced, given by
The duality of heat exchangers to act as both heat conductors and = Sgen/AU :(Sgen/Cmin)/(AU/Cmin) =Ns/Ny, (2)
insulators when considering heat exchanger performance is stud- . ) .
ied from the viewpoint of entropy generation. By defining an ag-"€ relationship betweehl;, and ¢ in the case of a balanced
propriate index of the entropy generation rate, it is clarified thafounter-flow system is given by
the performance paradox pointed out by Bejan can be resolved. Ny=s/(1—¢) )
The case of a balanced counter-flow system was examined and it )
has been shown that a heat exchanger can be regarded as bothf@m Eds.(2) and(3) we obtain
heat conductor and a heat insulator in terms of entropy genera- I={(1—&)/e} X Ng (4)

tion. [DOI: 10.1115/1.1571079
where, ife<<1, using the approximation
Keywords: Analytical, Heat Transfer, Heat Exchangers, Second .
Law, Thermodynamics In(1+x)=x(<1)
we obtain

Introduction F=(T,-T)X(1—-&)/TT, (5)

The macroscopic performance of heat exchanger systems\igmerical Examples and Discussion

usually described in terms of heat exchanger effective@snd . . )
Examples of numerical calculations using E@¥. and (5) are

Contributed by the Heat Transfer Division for publication in th®UBNAL OF shown in Fig. 3.' AS IS. c!ear from the figuré, mcreas_es as
HEAT TRANSFER Manuscript received by the Heat Transfer Division September 1é1,|e$3reasesy and 'r.] the “m't o0, F converges to a finite value.
2002; revision received January 16, 2003. Associate Editor: M. K. Jensen. This means that irreversible loss increases as heat exchanger per-
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0.6 T T T T T 4 T T T T T
T2/T1 =0.2
04 = L.
2,
04
02}
)
0.6 Fig. 3 T versus ¢
0.8 ,
00 02 0'4 0I6 0.8 1.0 =1—-¢ represents the effectiveness of heat insulation. By replac-
) ' ’ ' ’ ing ¢ in the abscissa in Fig. 3 with-1¢’ and calculating”’, we
& obtain Fig. 4, which is symmetrical to Fig. 3 with relation 46
=g=0.5.
Fig. 1 Ngversus & and Nt Furthermore, by replacing in Eq. (4) with 1—¢’, we can

obtain Eq.(6).

f_orr_nance deteriorates, effectively eliminating the paradox. In t@ther Type of Heat Exchangers

limit of e—0 (no heat exchange), the heat exchanger would be-

come a perfect heat insulator. For (_)th_er type of heat_exchanger_s than of balanced and_ counter-
In order to assess the performance of a heat exchanger as a filew similar analysis will be possible because the relationships

conductor for the entire range ef Ng should be multiplied by a betweene and Ny, are similar in terms of their increase and de-

weighting factor related to the degradation of heat conductirfease3].

capacity. AsN;,(0~») is a direct measure of heat conductor

performance, M,,(«~0) represents a measure of heat insulata€ onclusion

performance. Hence, if multiplied byN{,, Ng/N,, can express

the irreversibility index of a heat exchanger for the entire range R

e. I'in EqQ. (2) complies with that definition.

fWe have shown that a heat exchanger can be regarded as both a
eat conductor and a heat insulator in terms of entropy generation.
The case of a balanced counter-flow system was examined, and it
was clarified that by defining an appropriate assessment index, a
Assessment as a Heat Insulator paradox in heat exchanger theory can be resolved.

From the preceding description, the performance of a heat ex-
changer in the range of heat insulating behavior can be assessed

by multiplying Ng by a weighting factor that represents the degree 1./ N

of heat insulation degradation. The factolNg,, as is easily un-

derstoodN,— 0 indicates a perfect insulator ai,—« repre- oo 5 2 1 05 02 0

sents the worst heat insulator. Therefore, from the expression 4 T T T T T
"=NgXNy,. (6)

we can assess the performance of a heat insulator for the entire
range ofe. As ¢ is an index of heat conductor performaneé,

Thi=Ti U
Teo Ch=Cc=mc
Tho
Ce I
Tci|=T2
0 A
Fig. 2 Balanced counter-flow H.E. Fig. 4 T’ versus &’
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Nomenclature

A = heat transfer arean?)
Chax = maximum heat capacity rat¥Vv/K)
Cpin = minimum heat capacity rate/\V/K)
Sgen = €Ntropy generation rat@/\V/K)

T = temperaturdK)

T, = hot side inlet temperaturg)

T, = cold side inlet temperaturg)

U = overall heat transfer ratV/(m?K))

Greek Symbols

A = difference
I" = entropy generation rate indékeat conductor);
Ng/Ny,
I'" = entropy generation rate indéReat insulator)Ng

tu
e = heat exchanger effectiveness

g = 1-¢
Dimensionless

Ns = entropy generation rate indeSéen/Cmin
[\ number of heat transfer unit&U/C,
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Thermal Resistance for Random
Contacts on the Surface of a
Semi-Infinite Heat Flux Tube
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fluids. The quality of contact between two solids depends of the
technique of realization of surfaces, the loading, and the mechani-
cal properties of material. So when two solids are put in contact,
the real contact areas are of complex geometry of which dimen-
sions are different and the positions are random. These areas are
difficult to determine experimentally and the resort to statistical
models allows to propose theoretical approaches. Among these
models, we can mention those of Greenwood and Willianiédn
Cooper, Mikic, and Yovanovicf2], Mikic [3], Bush, Gibson, and
Thomas[4] and Whitehouse, and Archaf8]. A review of these
contact models is provided by Sridhar and Yovano\iéh Mc-

Cool [7] has proposed a comparative study of different models
describing the micro-geometry of contact between rough surfaces.
Recently, Leung, Hsieh, and Goswaf8i] has developed a pre-
dictive model of thermal contact conductance using a statistical
mechanics approach. A review of some different approaches is
provided by Fletchef9].

The models proposed in the literature are generally based on
idealized contact areas, where the asperities are assumed identical
and regularly distributed over the contact pldievanovich[10],

Beck [11], Negus, Yovanovich, and Bedk2]). In the practice,

the real contact areas are different, and their distribution is ran-
dom. Experimental studies based on the use of the electric anal-
ogy have been performed by Bardph3] and Cooperfl14] to
examine the effect of the eccentricity of a contact on the evolution
of the constriction resistance. The authors showed that the con-
striction resistance increases with the increase of the eccentricity,
more particularly when the relative size of contact is large. Das
and Sadha]15] developed an analytical solution for the problem

of contacts with identical radii randomly distributed on a square
region of a semi-infinite medium. The authors showed that in the
case of the random contacts, the constriction resistance is more
large compared to the one of regular contacts. The difference is of
a few ten of percent. More recently, an approached model has
been proposed by Laraffl6]in order to investigate the effect of
disorder of contacts and their radii on the thermal constriction
resistance. Superposition method has been used with asymptotic
expansions. An assumption has been adopted to calculate the tem-
perature due to a macro-constriction phenomenon.

In this paper, an exact solution is developed. The study con-
cerns a semi-infinite square heat flux tube with random spots. We
analyze the influence of the number of contacts, the relative con-
tact size, and the dispersion of radii of contacts on the evolution of

Analytical solution is developed to calculate the thermal constric- y

tion resistance for contacts randomly distributed on the surface of
a laterally insulated semi-infinite square prism. The contacts are
modeled by circular spots with different radii and uniform heat
flux. We analyze the evolution of the thermal constriction resis- Q O
tance as a function of the number of contacts, the relative contact

size, and the dispersion of radii of spots. We show that the thermal
constriction resistance for random contacts is a few tens of per-
cents greater than that of the regular contacts.

[DOI: 10.1115/1.1571081

Keywords: Contact Resistance, Heat Transfer, Interface, Rough- y]
ness, Tribology

1 Introduction

The thermal contact resistance was widely studied during these
last decades. Several works have been conducted to evaluate it:
evolution according to the geometrical, mechanical and thermal
characteristics of materials and the properties of the interstitial ’
0 X; L
Contributed by the Heat Transfer Division for publication in th®URNAL OF -]

HEAT TRANSFER Manuscript received by the Heat Transfer Division March 5, 2002;
revision received January 31, 2003. Associate Editor: A. F. Emery.

Fig. 1 Random contacts on a semi-infinite square prism
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0.6 Table 1 Relative difference between random and regular
contacts
RR 1 10
N 16 49 16 49 16 49
& 100X(Rgs— RY)/RWo
0.05 4.8 4.9 11.9 12.9 18.2 175
0.1 8.0 8.7 15.7 17.4 22.8 22.8
—®— regular contacts 0.2 16.8 17.4 22.6 28.4 27.3 29.7
021 % random (N=16,RR=1) 0.3 22.2 24.4 30.2 31.9 33.9 42.3
) —*—random (N=49,RR=1) 0.4 31.4 26.8 37.6 38.4 46.2 43.0
---&-- random (N=16,RR=5)
0.1 —*—random (N=49,RR=5)
- -=-%-- random (N=16,RR=10)
—®—random (N=49,RR=10)
0 - . . .
0 0.1 0.2 0.3 0.4 0.5

. 1 L (L
T=—2J’ f cogmmx/L)cognmy/L)dxdy 3)
£ L= Jo Jo

Fig. 2 Evolution of ¢ as a function of & o
and its inverse:

thermal constriction resistance. These results are compared to B .
those of the regular contacts having the same number of contacts T= 2 E €men, codmarx/L)cognmy/L)T

and the same ratio of real contact area to apparent contact area. m=0n=0
. . € 1 : myor,n=0
2 Formulation of Problem and Solution o (4)
€morn=2 . mM,or,n#0

We consider a laterally insulated semi-infinite square prism
(Fig. 1), with side,L, thermal conductivityk, and zero reference ) )
temperature. The facez=0, is submitted to numerous heatAfter calculation, we deduce the expression of the surface tem-
sourcesN, with circular shape. Each contact is characterized H3grature as follows:
its radius,a;, space coordinatex,y;), and heat fluxg;. The

remainder of the surface=0, is insulated. ® o
The governing equations can be written as follows: T 7021 S Emen cos(mw;dL);:os{nwy/L)
. =% kwdi=h 426 [m“+n9]
Equation of Heat. n#0 m#0
N

V2T(x,y,2)=0 @)
XE g;a; cogmarx;/L)cognmy; /L)
Boundary Conditions. =1

aT) 0 (aT (aT 0 (aT) 0 i
- =0, |— =0, |— =0, |— = X Ji [(Mm*+n%)Y*ma; /L] (5)
Ix 0y,z Ix Ly,z (?y x,0,z dy x,L,z ! !
(aT) g; : at contacts he th | . s defined
—k| — = y Txyz.=0 2) The thermal constriction resistance of a conf@cts defined as:
gz}, ,o |0 elsewheré Y.z ) ac
To solve this problem we use the double cosine Fourier trans- AT 1T,
form with respect tox andy-directions as: Ri)=——— = (6)
S gima; qima;
0.6 whereT{) andT, are the average temperatures of the real contact

area(i) and the apparent contact area respectively. Considering the
boundary conditionT, , ,_...=0, in Eq.(2), we haveT,=0. The
expression oﬂ'g') is obtained by integration of Eq5) over the
contact aredi) as follows:

0.5 /
/‘/—'—”;
0.41 /

0.3
1’4
— Table 2 Relative effect of the disorder of contacts position
] e=0.05
0.2 *e=().]
+8£8§ RR 5 10
—h— "
=)
0.1 —— =04 N 16 49 16 49
€ 100XR.(RR=1)/R.{(RR)%
0 ‘ T T y 0.05 40.3 37.6 26.4 27.7
0 2 4 6 8 10 12 0.1 51.1 50.3 35.1 38.2
0.2 74.2 61.3 61.5 58.6
RR 0.3 73.6 76.6 65.4 57.7
0.4 83.4 69.8 67.8 62.3

Fig. 3 Evolution of
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¢ as a function of RR
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. a - cogmax: /L)cog nary: /L existing contact, it is omitted and replaced by the next one. We
TO=— 2 [Emen i 772' 2) 3/25{ ™ /L) continue this procedure until the desirable number of contaits,
k78 m=o 7=0 [m*+n] is obtained. For each studied case we fix the relative contact size,

n#0 m=0 e= (A, TA,, the number of contactd|, and the ratio of the largest

disk radius,Max(a;), to the smallest onéMin(a;). This ratio is
X J4[(M2+n2)Y27a, /L], q;a; cogmarx; /L) denotedRR, as RRMax(a;)/Min(a).
=1 In order to compare the random and regular contacts, we con-
sider the number of contachl, equal to a square number. The
@) th(e)rmal constriction resistance of uniform contacts is denoted
R
We have studied 30 cases combining two valuedl@il6 and
In order to calculate the total constriction resistaRggby the 49), five values ot (0.05, 0.1, 0.2, 0.3, and 0.4nd three values
association in parallel of all elementary resistangs as: of RR(1, 5, and 10). The particular ca&R =1 corresponds to
identical spots configuration but randomly distributed. This allows
-1 to analyze the effect of contact position only. For each case, we
8) plot the average value of 10 random sets realized in the same
conditions. The double series of the analytical solution converges
slowly. For contacts with large value &f(0.1 to 0.4)about 200
it is necessary that all the contacts have the same temperature é@&ns are sufficient. The required number of termsefer0.05 is
the contact area, i.eT{)— T,=AT,=Cst. It is well known that More importan{about 500). o o
the thermal resistance for uniform heat flux is greater that the one! "€ Fig. 2 presents the evolution dimensionless constriction
of isothermal contacts. The relative difference for these tw§Sistancey as a function ok. For all studied cases, the value of
boundary conditions varies between 8% and 16%fbetween 0 ¢ for random contacts is more large than the one of regular con-
(unique contactand 0.4. Actually, the relative contact sizeis tacts. This result is in agreement with the trend obtained by Das
less than 0.1for metals). In the present study the difference beand Sadhal15]. The difference between random and regular con-
tween the two boundary conditions has little importance becau@€ts increases with the increase of the dispersion of the radii of
we compare the results of random contact to regular contacts fgintacts(i.e., the increase dRR values). This result is inconsis-

N

X cognry; /L)J,[ (m?+n?)Y2ma; /L]

N
1
2w

(1)
cs

Res=

the same boundary conditidne., uniform heat flux tent with the one of Beckl11]. The a_l_uthor has studie_d_ the influ-
Then, by writing Eq.(7) as: ence of the scattering of spots radii for regular positions of con-
tacts and has shown that the more standard deviation of the
N scattering of the spots radii is largee., RRvalue is large)more
T(i>:2 Giq ) the constriction resistance increases.
R A Otherwise, the number of contacts seems to have little influ-

ence. Indeed, the results fbi=16 andN=49 are approximately
whereG;; are the other terms of the E.), which are known, we the same. For the small value gfall curves converge toward the
obtain a linear matrix system of orddrof which the unknowns Value of/=0.4789(the one of a unique circular contacindeed,

are (g, /AT,). This system is written under the following form: when contacts have very small dimensions, their interaction is
also small, and the disorder has small effect on the results.

q; ) The Fig. 3 shows the evolution gfas a function oRR (for the
2, Gijzg-=1 (i=1to N) (10) caseN=16). The constriction resistance increases almost linearly
=1 ¢ with the increase of the value &R (i.e., the scattering of the
Solving this system, we determing;(AT,) for (i=1 to N), spots radii).
and using Eqs(6) and(8), we deduce the values &) andR The relative differences between the constriction resistance of
respectively. the random and regular contacts are reported on the Table 1. We
note that for the same values Nfand RR, these differences in-
crease with the increase of the value «0fThe increase of the
3 Results and Discussion value ofRRamplifies these differences. However, for the all stud-
] ] ) ) ied cases, we have obtained that the constriction resistance of
To validate this model, we consider the particular case of @ndom contacts is, in the most unfavorable case, superior of
unique circular contact with radius centered on a square fluxahout 46% to the one of the regular contacts.
tube [12], with sideL. For this configuration, we havex(/L To analyze the effects of the positions and the scattering of the
=y;/L=1/2) in Eq.(7). The terms cd$mm/2) and co§n=/2) are sizes of spots separately, we reported in the Table 2 the ratio
equal to 1(only for m andn pairs, i.e.,m=2m’ andn=2n’). between the constriction resistance ®R =1 (all spots having
Using the expression of the thermal dimensionless constrictitine same sizeand the one foRR =5 and 10, considering for each
resistancay=R. kA, (hereA,=ma?), we deducey under the case the same values efandN. The obtained results show that

following form: the effect of the disorder of the positions increases with the in-
crease of the value of (i.e. the increase of the ratio of the real
1 © @ Em/énrJf[(m’ern/2)1/227ra/L] contact area to the apparent contact arém the othgr hand, fqr
= s the same value of, more the disorder of the radii of spots in-
272 \ma m' =0 n'=0 [m'“+n"?] creases, more the effect of the disorder of the positions decreases.
n'#0 m’ #0 For the studied cases here, the relative effect of the positions

(11)  disorder varies between 28% and 84%.
. . . The proposed solution provide constriction resistances slightly
This expression is the same as the one predicted by the aut}"@xesater than the one of approximate model given in referfi@p

of reference12]. ) _This difference doesn't exceed 10%.
The present model is used to calculate the thermal constriction

resistance due to a multiple spots which radii are different al .
positions are randomly distributed over the surface. The data Conclusions

(% ,Yi,a;) characterizing the contacts are generated theoreticallyAnalytical solution has been developed in this article to calcu-
by a random function. If a generated contact overlaps with date the thermal constriction resistance for multiple contacts with
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random positions and sizes. It is shown that the constriction resiy; Parabolic Tem perature Profile

tance of random contacts is systematically more large than the gn .

of the regular contacts havin)g/; the sameynumber c?f contacts MOdel for Heating of DrOpletS
surface of spots. In the range of the valueg afvestigated in this
study, the difference between the results of the random contacts

and the regular contacts increase with the increase of the valudlefA. Dombrovsky

e. This difference is more large than the scattering of the radii dhstitute for High Temperatures, Krasnokazarmennaya
spots is largdi.e., RRvalue increases). The number of contact§7A, Moscow 111250, Russia

seems to have little influence on the evolution of the constriction

resistance(considering the same values efand RR). For all S. Sazhin

studied cases the value of the relative difference between rand§r11h . . . . .
and regular contacts is of the order of a few tens percent. chool of Engineering, The University of Brighton,
Brighton BN2 4GJ, UK

Nomenclature A model for convective heating of droplets, which takes into ac-

a = radius of circular contact count their finite thermal conductivity, is suggested. This model is
A, = apparent contact area based on the assumption of the parabolic temperature profile in
A, = real contact area the droplets. A rigorous numerical solution, without restrictions

k = thermal conductivity on temperature profiles inside droplets, is compared with predic-

L = width of flux tube tions of the parabolic temperature profile and isothermal models.

N = number of contacts The comparison shows the applicability of the parabolic approxi-

g = heat flux density mation to modelling of the heating of fuel droplets in realistic
R.s = thermal constriction resistance diesel engines. The simplicity of the model makes it particularly
RR = ratio of maximum to minimum radii of contacts, convenient for implementation into CFD codes.

=Max(a)/Min(a) [DOI: 10.1115/1.1571083

T = temperature

T, = average temperature of apparent contact area

Keywords: Conduction, Convection, Droplet, Engines, Evapora-

T, = average temperature of real contact area tion, Heat Transfer

X, Y,z = cartesian coordinates
Greek Symbols

e = relative contact sizer VA TA, 1 Introduction
¢ = dimensionless thermal constriction resistance .

There has been much progress in the development of the theory
of droplet heatind1]. The models actually used in modern mul-
tidimensional commercial CFD codes, designed to simulate com-
bustion processdincluding those in diesel enginesiowever, are
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Fig. 2 Plots of surface and average temperatures’ evolutions
Fig. 1 Plots of dimensionless surface temperature of the drop- of the moving fuel droplet

let @ versus dimensionless time  {Fo

wherey=1+0.2,. Equationg4) and(5) give the full solution of

the problem of droplet heating in the presence of evaporation. In
M) crp applications the solution of the coupled ODEs for droplet
] o ] parcels is performed at each time step by a numerical solver. For
where P is the thermal radiation power density absorbed by @ach iteration of the solver the droplet surface temperature is cal-
semi-transparent dropl¢8], k; is the liquid thermal conductivity cylated from Eq(5). The values off are used in the subroutines
assumed to be constart, and p; are the liquid specific heat gescribing droplet heat and mass transfer. All these processes can
capacity and density respectivehyis the distance from the centerpe accounted for by minor modifications of the existing CFD

of the droplet. The initial and boundary conditions for the dropleiodes. They will lead to a negligible increase in computational
temperature can be written as: cost.

—|r—|+
ar

aT ko[ ,dT 5
PTG = P o ’

oT In the absence of evaporation, H¢) is identical to the equa-
— . — = — i tion:
Tli=o=To(r), arl O K ar - h(Tg—Tg +plLiy, B
rqdT _
whereh is the heat transfer coefficiem is the droplet radiusT p|C|?d rTi h*(Ty—T)+q, (6)

is the droplet surface temperatuflg, is the ambient gas tempera-
ture,L is the latent heat of vaporization. Equatidn can take into
account the recirculation inside droplets by repladingy the so e .

called effective thermal conductivits.; [1]. This approach can be fOL_:_nd/ Tfronjr_ jhﬁ / modified - Nusselt number:  NeNu(Tg
used in most engineering applications when we are imereSted_irbSc))n(sig;rin) _a “l:nlﬁm case when Nwonst i «=0. o.=0. and
an approximate estimate of the influence of the temperature dif- duci dg - :3 iablefe T—'f d/_T'q_f_F ' d
ference between the core and the surface of the droplets on drolﬂ_fgto ucing ;menS'on ess vana ( . 0)/(Tq ' o) an
heating and evaporation, rather than in the details of temperatfi@=Kit/(piCirg) (Fourier numberhe analytical solution of Eq.
distribution inside dropletsh and i, are time dependant in the (4) with the initial conditionT=T, can be presented as:
general case.

describing droplet heating in isothermal approximatiornif is

The model suggested in this paper is based on the presentation 0s=(0+0.20)/ ¢, 0=1—exp(—3{Foly), (7
of the temperature profile inside the droplet in the parabolic forg,is can he compared with the solution for the isothermal model:
T ) =T()+[To(t) = T(D)1(r/r )2, 2 —
O+ (DT @ .= 6=1—exp— 3{Fo0). @8)

where T, is the temperature in the center of the droplet. This
presentation off (r,t) takes into account the difference betwee
the temperatures in the center and on the surface of the droplet. ) .
The boundary condition at=0 is satisfied. Substitution of Eq. !N Fig. 1 approximate solutiond) and(8) are presented along-

Results

(2) into the boundary condition at=r 4 gives: side the numerical solution of the heat conduction problemyfor
] =0.5 and{=5. The first value of is close to that of a slowly
Ts=Te=8Ty=To)l2+piLr gt 4/(2K)), (3)  moving droplet. The second value corresponds to a “fast” moving

where {=0.5Nuk; /k; , Nu=2hry/kg is the Nusselt number. droplet[4]. O_ne can see that f@r=0.5 the parabolic model is a
Equation (2) should satisfy the equation of thermal balanceéd0°d approximation whegFo>0.02. In the case of=5 the

which is obtained from integration of E@l) along the radius: ~ Parabolic model can be used igFo>0.1 if an error of about 10%
can be tolerated. In any case, the accuracy of the parabolic ap-
rqedT _ _ proximation in this range ofFo is better than the accuracy of the
p|C|?a=h(Tg—TS)+qr+p|rd[L—C|(Ts—T)] (4) isothermal solution. When looking for a “corrected” parabolic
model, valid in the whole range df we have found thad, de-

where: termined as:
— 3 ('d 3 (' —(p- _ _
_ r_sf 2T()r, qf:r_Sf £2P(r)dr. 0= (6+0.20)[1— expl — EFO) /o ©)
d 7o d’so reduces to that predicted by Equati@h when Fo>1 and predicts
From the definition OfTand EQS(S) it follows: the correct solutiord;=0 for Fo=0. A good fit for the interme-
o diate values of Fo has been achieved §6r100,/Z. As can be
Ts=(T+0.2ZTy)/g+0.2pr gt «( THLI(Kj3h). (5) seen from Fig. 1, the agreement between the valueg gire-
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Errata: “Inverse Design Model for Radiative Heat Transfer”
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J. R. Howell, O. A. Ezekoye, and J. C. Morales

The integral on the right hand side of Ed) should be preceded by a minus sign.
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